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Abstract

We extend the ETAQA approach, initially proposed for the efficient numerical solution of a class of quasi birth-death processes, to a more complex class of M/G/1-type Markov processes, where arbitrary forward transitions are allowed, but backward transitions must be to a single state to the previous level. The new technique can be used for the exact solution of this class of M/G/1-type models by computing the solution of a finite linear system. We demonstrate the utility of our method by describing the exact computation of an extensive set of Markov reward functions, which include the expected queue length or its higher moments. We also provide an algorithm that finds an appropriate state reordering satisfying our applicability conditions, if one such order exists. We illustrate the method, discuss its complexity and numerical stability, and present comparisons with other traditional techniques.
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1 Introduction

We consider Markov chains on an infinite state space having an M/G/1-type structure. Such processes are often the modeling tool of choice for modern computer and communication systems [13]. As a consequence, considerable effort has been placed into the development of exact analysis techniques for them. In the continuous-time case, the infinitesimal generator of such processes is upper
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block Hessenberg with a repetitive structure, and matrix-analytic methods have been proposed for their solution [15]. The key in the matrix-analytic solution is the computation of an auxiliary matrix, \( G \). Similarly, for Markov chains of the GI/M/1-type, which have a lower block Hessenberg form, matrix-geometric solutions have been proposed [14]. Again, the key in the matrix-geometric solution is the computation of an auxiliary matrix, \( R \). The traditional solution algorithms compute the stationary probability vector with a recursive function based on \( G \) (for the case of M/G/1-type processes) or \( R \) (for the case of GI/M/1-type processes), and iterative procedures are used for determining \( G \) or \( R \). Various algorithms for the computation of \( G \) or \( R \) have been proposed (e.g., the work of Latouche [8] for the efficient computation of \( R \) and of Meini [12] for the efficient computation of \( G \)). See also [9] for a discussion of the fundamental aspects of matrix-analytic methods.

The primary distinction between our research and the above works is that we restrict our attention to a family of M/G/1-type processes with a specific form, for which "returns" from a higher level of states to the immediately lower level are always directed toward a single state (for such a subclass, the computation of the matrix \( G \) is trivial, but the remaining solution steps using traditional methods are still expensive). We instead recast the problem into that of solving a finite linear system in \( m + 2n \) unknowns, where \( m \) is the number of states in the boundary portion of the process and \( n \) is the number of states in each of the repetitive "levels" of the state space, and are able to obtain exact results.

Since the method that we propose applies only to a restrictive class of M/G/1-type processes, we further investigate an algorithm to repartition the state space such that the condition for backward transitions to a single state hold. This algorithm is guaranteed to find such a repartitioning, if one exists; hence our technique does not apply to all M/G/1-type processes. However, we argue that our method applies to an important class of processes. For example, any queueing system with a coxian service process and bulk poisson arrival process results in an M/G/1-type chain with backward transitions directed to a single state, and it is a known fact that the class of coxian distributions is dense [4], thus can approximate any distribution, given enough phases. Also, [3] presents a survey of applications from the literature whose Markov chains exhibit the required structure required.

Our approach is an extension of the ETAQA method we introduced for the efficient solution of quasi-birth-death processes with matrix-geometric form [3]. The proposed methodology uses basic results for Markov chains. Assuming that the state space \( \mathcal{S} \) is partitioned into the sets \( \mathcal{S}^{(j)} \), for \( j \geq 0 \), where \( \mathcal{S}^{(0)} = \{ s_1^{(0)}, \ldots, s_m^{(0)} \} \) contains \( m \) boundary states and, for \( j \geq 1 \), \( \mathcal{S}^{(j)} \) contains the same number \( n \) of states, \( \mathcal{S}^{(j)} = \{ s_1^{(j)}, \ldots, s_n^{(j)} \} \), we exploit the structure of the repetitive portion of the chain and instead of evaluating the probability distribution of all states in the chain, we calculate the aggregate probability distribution of \( n \) equivalence classes \( \mathcal{T}_1 = \{ s_1^{(j)} : j \geq 2 \} \), for \( 1 \leq i \leq n \) (corresponding to a specific partition of the repetitive portion of the chain, see Fig. 1), as well as the stationary probability of each state in \( \mathcal{S}^{(0)} \cup \mathcal{S}^{(1)} \).

The new ETAQA-MG1 approach is both exact and efficient. Indeed, our method does not explicitly
compute the entire stationary probability vector but only the part of it that is related to the boundary states, and the aggregate probability vector for the repetitive states. The traditional matrix-analytic method uses a recursive formula for the computation of the stationary probability vector. If this formula entails subtractions, then there is the possibility of numerical instability [15, 17]. The preferred method for the recursive computation of the stationary probability vector uses Ramaswami’s recursive formula [17], which entails only additions. Thus, we compare experimentally the computation and storage complexity and the stability of our methodology with that of the matrix-analytic method based on Ramaswami’s formula.

Our paper is organized as follows. Section 2 contains terminology and related work. In Section 3, we present the basic theorem that extends ETAQA to M/G/1-type processes. We demonstrate how the methodology can be used for the computation of Markov reward functions in Section 4. We continue by showing the applicability of ETAQA-MG1 to bounded bulk arrivals in Section 5. In Section 6, we compare the computation and storage complexity of ETAQA-MG1 with the matrix-analytic method. We briefly refer in Section 7 to an algorithm that can repartition an infinitesimal generator into a form such that ETAQA-MG1 can be applied and elaborate on this algorithm in Appendix A. Section 8 presents an applications from the computer systems area that can be analyzed using the ETAQA-MG1 approach, and numerical results. Section 9 discusses the numerical stability of our approach. Finally, Section 10 summarizes our contributions.

2 Background

We briefly review the terminology used to describe the class of processes we consider. We restrict ourselves to the case of continuous-time Markov chains (hence we refer to the infinitesimal generator matrix $Q$), but the theory can just as well be applied to the discrete case.

Neuts [14] defines various classes of infinite-state Markov chains with a repetitive structure. In all cases, the state space is partitioned into the boundary states $S^{(0)} = \{s_1^{(0)}, \ldots, s_m^{(0)}\}$ and the sets of states $S^{(j)} = \{s_1^{(j)}, \ldots, s_n^{(j)}\}$, for $j \geq 1$. For the class of M/G/1-type Markov chains, the
infinitesimal generator \( Q \) is block-partitioned as:

\[
Q = \begin{bmatrix}
\hat{L}^{(0)} & \hat{F}^{(1)} & \hat{F}^{(2)} & \hat{F}^{(3)} & \hat{F}^{(4)} & \hat{F}^{(5)} & \ldots \\
B & L & F^{(1)} & F^{(2)} & F^{(3)} & F^{(4)} & \ldots \\
0 & B & L & F^{(1)} & F^{(2)} & F^{(3)} & \ldots \\
0 & 0 & B & L & F^{(1)} & F^{(2)} & \ldots \\
0 & 0 & 0 & B & L & F^{(1)} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix},
\]

(we use the letters "L", "F", and "B" according to whether they describe "local", "forward", and "backward" transition rates, respectively, and a "-" for matrices related to \( S^{(0)} \)).

For the solution of M/G/1-type processes, several recursive algorithms exist [5, 12, 15]. Here, we outline an algorithm that provides a stable calculation for the values of \( \pi^{(j)} \), the stationary probability vector for states in \( S^{(j)} \). Using Ramaswami’s recursive formula [17] we have:

\[
\forall j \geq 1, \quad \pi^{(j)} = - \left( \pi^{(0)} \hat{S}^{(j)} + \sum_{l=1}^{j-1} \pi^{(l)} S^{(j-l)} \right) S^{(0)-1}
\]

(2)

where \( \hat{S}^{(j)} \) and \( S^{(j)} \) are defined as follows:

\[
\hat{S}^{(j)} = \sum_{i=j}^\infty F^{(i)} G^{i-j}, \quad j \geq 1, \quad S^{(j)} = \sum_{i=j}^\infty F^{(i)} G^{i-j}, \quad j \geq 0 \quad \text{(letting } F^{(0)} = L),
\]

where \( G \) is the solution of the matrix equation:

\[
B + LG + \sum_{j=1}^\infty F^{(j)} G^{j+1} = 0.
\]

(3)

Several iterative algorithms for the computation of \( G \) exist [5, 15], the most efficient being cyclic-reduction [12]. See [18] for cases where \( G \) can be explicitly defined and does not require any calculation.

Given the above expression for \( \pi^{(j)} \) and the normalization condition, a unique vector \( \pi^{(0)} \) can be obtained by solving the following system of \( m \) equations

\[
\pi^{(0)} \begin{bmatrix}
(\hat{L}^{(0)} - \hat{S}^{(1)} S^{(0)-1} B)^\odot & 1^T - \left( \sum_{j=1}^\infty \hat{S}^{(j)} \right) \left( \sum_{j=0}^\infty S^{(j)} \right)^{-1} 1^T
\end{bmatrix} = [0 \mid 1],
\]

(4)

where the symbol "\( \odot \)" indicates that we discard one (any) column of the corresponding matrix, since we added a column representing the normalization condition. Once \( \pi^{(0)} \) is known, we can then iteratively compute \( \pi^{(j)} \) for \( j = 1, 2, \ldots \), stopping when the accumulated probability mass is close to one.
3 Extending Etaqa to M/G/1-type processes

We consider the following structure in the infinitesimal generator matrix $Q$:

$$
Q = \begin{bmatrix}
\tilde{L}^{(0)} & \tilde{F}^{(1)} & \tilde{F}^{(2)} & \tilde{F}^{(3)} & \tilde{F}^{(4)} & \ldots \\
\hat{B} & L^{(1)} & F^{(1)} & F^{(2)} & F^{(3)} & \ldots \\
0 & B & L & F^{(1)} & F^{(2)} & \ldots \\
0 & 0 & B & L & F^{(1)} & \ldots \\
& & & & & \ddots
\end{bmatrix},
$$

(5)

which differs from that of Eq. 1 only in block $L^{(1)}$, at the intersection of the rows and columns for $S^{(1)}$, which is not restricted to be equal to $L$. This allows us to have (a) local transitions from $S^{(1)}$ to $S^{(1)}$ with a pattern other than those from $S^{(j)}$ to $S^{(j)}$, $j \geq 2$, and (b) a total rate from each state $s_i^{(1)}$ to the states in $S^{(0)}$ other than the total rate from state $s_i^{(j)}$ to the states in $S^{(j-1)}$, i.e., the row sums of $\hat{B}$ and $B$ can be different. For $Q$ to be an infinitesimal generator, the infinite sets of matrices $\{\tilde{F}^{(j)} : j \geq 1\}$ and $\{F^{j} : j \geq 1\}$ must be summable. If we also partition the stationary probability vector satisfying $\pi Q = 0$ as $\pi = [\pi^{(0)}, \pi^{(1)}, \pi^{(2)}, \ldots]$ with $\pi^{(0)} \in \mathbb{R}^n$ and $\pi^{(j)} \in \mathbb{R}^n$ for $j \geq 1$, we can then write $\pi Q = 0$ as:

$$
\begin{align*}
\pi^{(0)} \tilde{L}^{(0)} + \pi^{(1)} \hat{B} &= 0 \\
\pi^{(0)} \tilde{F}^{(1)} + \pi^{(1)} L^{(1)} + \pi^{(2)} B &= 0 \\
\pi^{(0)} \tilde{F}^{(2)} + \pi^{(1)} F^{(1)} + \pi^{(2)} L + \pi^{(3)} B &= 0 \\
\pi^{(0)} \tilde{F}^{(3)} + \pi^{(1)} F^{(2)} + \pi^{(2)} F^{(1)} + \pi^{(3)} L + \pi^{(4)} B &= 0 \\
& \vdots
\end{align*}
$$

(6)

3.1 Conditions for stability

We briefly review the conditions that enable us to assert that the CTMC described by the infinitesimal generator $Q$ in (5) is stable, that is, admits a probability vector satisfying $\pi Q = 0$ and $\pi 1^T = 1$.

First, observe that the matrix $\tilde{Q} = B + L + \sum_{j=1}^{\infty} F^{(j)}$ is an infinitesimal generator, since it has zero row sums and non-negative off-diagonal entries. If $\tilde{Q}$ is irreducible, any state $s_i^{(j)}$ in the original process can reach any state $s_{i'}^{(j')}$, for $2 \leq j \leq j'$ and $1 \leq i, i' \leq n$, without having to go through states in $S^{(l)}$, $l < j$. In this case, for “large values of $j$”, the conditional probability of being in $s_i^{(j)}$ given that we are in $S^{(j)}$ tends to $\tilde{\pi}_i$, where $\tilde{\pi}$ is the unique solution of $\tilde{\pi} \tilde{Q} = 0$, subject to $\tilde{\pi} 1^T = 1$, that is, the stationary solution of the ergodic CTMC having $\tilde{Q}$ as the infinitesimal generator$^1$.

\footnote{For a proof of this statement in the case when only the first $p$ matrices $F^{(1)}, \ldots, F^{(p)}$ can be nonzero, simply observe that, if the process is in one of the states of $S^{(j)}$, the last $j/p - 1$ state transitions (at least) must have been taken according to the rates specified by $B$, $L$, and $F^{(1)}, \ldots, F^{(p)}$. Thus, for large $j$, the conditional probability of}
Then, the $M/G/1$-type process is stable as long as, for large values of $j$, the forward drift from $S^{(j)}$ is less than the backward drift from it:

$$
\hat{\pi} \left( \sum_{j=1}^{\infty} jF^{(j)} \right) 1^T < \hat{\pi}B1^T.
$$

This stability condition can be verified numerically, and it is easy to see that it is equivalent to the one given by Neuts in [15], $\hat{\pi} \beta < 1$, where, in our terminology, the column vector $\beta$ is given by $\beta = \left( L + \sum_{j=1}^{\infty} jF^{(j)} \right) 1^T$. As in the scalar case, the condition where $\hat{\pi} \beta$ is exactly equal to 1 results in a null-recurrent CTMC. If $\hat{Q}$ is instead reducible, this stability condition must be applied to each subset of $\{1, \ldots, n\}$ corresponding to a recurrent class in the CTMC described by $\hat{Q}$.

### 3.2 Main theorem

As done in [3], we require that $B$ contains nonzero entries only in one column, which we assume to be the last one, column $n$, without loss of generality. The main idea behind our approach is to transform the infinitely countable set of linear equations $\pi Q = 0$, subject to $\pi 1^T = 1$, into $m + 2n$ equations in $\pi^{(0)}$, $\pi^{(1)}$, and the new aggregate vector of $n$ unknowns $\pi^{(*)} = \sum_{j=2}^{\infty} \pi^{(j)}$. This finite system can then be solved using ordinary numerical techniques, i.e., either direct methods such as Gaussian elimination, if $m + 2n$ is not too large, or indirect iterative methods such as Gauss-Seidel, which can better exploit the sparsity of the system, thus are applicable even when $m + 2n$ is of the order $10^4$ or $10^5$, provided the sparsity of the original matrices describing $Q$ is sufficiently high, as it is normally the case. Once $\pi^{(0)}$, $\pi^{(1)}$, and $\pi^{(*)}$ have been obtained, very general measures of interest can be computed by solving further linear systems, as discussed in Section 4.

We now show the derivation of our $m + 2n$ equations.

(i) The normalization condition offers one equation:

$$
\pi^{(0)} 1^T + \pi^{(1)} 1^T + \sum_{j=2}^{\infty} \pi^{(j)} 1^T = 1. \quad (7)
$$

(ii) The next $m$ equations can be obtained by the first line in (6):

$$
\pi^{(0)} L^{(0)} + \pi^{(1)} \hat{B} = 0. \quad (8)
$$

(iii) The third set of $n - 1$ equations is from the second line in (6), which defines $n$ equations, fortunately only the last one actually containing a contribution from $\pi^{(2)}$, due to the structure we being in $s^{(j)}$ tends to the probability of being in state $i$ in the CTMC with generator $\hat{Q}$. For the case where $F^{(j)}$ can be nonzero for arbitrarily large $j$, recall that its rates must tend to zero faster than $1/j$ (since these matrices are summable), thus a “truncation” of this “exact” process to a sufficiently large maximum value $p$ for the forward jumps will behave in essentially the same way. In other words, in the case of unbounded forward jumps, the last $j/p - 1$ transitions will have been taken according to the rates in $\hat{Q}$ with a probability, dependent on $p$, which can be made arbitrarily close to one.
require in \( \mathbf{B} \). This is of fundamental importance, since \( \pi^{(2)} \) is not one of our variables. Hence, we consider only the first \( n - 1 \) equations and write:

\[
\pi^{(0)} \mathbf{F}_{1:n,1:n-1}^{(1)} + \pi^{(1)} \mathbf{F}_{1:n,1:n-1}^{(1)} = \mathbf{0}. \tag{9}
\]

(iv) Another set of \( n - 1 \) equations is obtained as follows. First, the sum of the remaining lines in (6) gives

\[
\pi^{(0)} \sum_{j=2}^{\infty} \mathbf{F}^{(j)} + \pi^{(1)} \sum_{j=1}^{\infty} \mathbf{F}^{(j)} + \left( \sum_{j=2}^{\infty} \pi^{(j)} \right) \left( \mathbf{L} + \sum_{j=1}^{\infty} \mathbf{F}^{(j)} \right) + \sum_{j=3}^{\infty} \pi^{(j)} \mathbf{B} = \mathbf{0}.
\]

Since \( \sum_{j=3}^{\infty} \pi^{(j)} = \pi^{(*)} - \pi^{(2)} \), we again remove the explicit mention of \( \pi^{(2)} \) by considering only the first \( n - 1 \) equations:

\[
\pi^{(0)} \sum_{j=2}^{\infty} \mathbf{F}^{(j)} + \pi^{(1)} \sum_{j=1}^{\infty} \mathbf{F}^{(j)} + \pi^{(*)} \left( \mathbf{L}_{1:n,1:n-1} + \sum_{j=1}^{\infty} \mathbf{F}^{(j)} \right) = \mathbf{0}. \tag{10}
\]

(v) For the last equation, consider the flow balance equations between the states in \( \cup_{i=0}^{j} \mathbf{S}^{(i)} \) and those in \( \cup_{i=j+1}^{\infty} \mathbf{S}^{(i)} \), for \( j \geq 1 \),

\[
\begin{align*}
\pi^{(0)} \sum_{l=2}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T & + \pi^{(1)} \sum_{l=1}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T = \pi^{(2)} \mathbf{B} \mathbf{1}^T \\
\pi^{(0)} \sum_{l=3}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T & + \pi^{(1)} \sum_{l=2}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T + \pi^{(2)} \sum_{l=1}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T = \pi^{(3)} \mathbf{B} \mathbf{1}^T \\
& \vdots \\
\pi^{(0)} \sum_{l=j+1}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T & + \pi^{(1)} \sum_{l=j}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T + \pi^{(2)} \sum_{l=j-1}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T + \cdots + \pi^{(j)} \sum_{l=1}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T = \pi^{(j+1)} \mathbf{B} \mathbf{1}^T
\end{align*}
\tag{11}
\]

and sum these equations by parts:

\[
\pi^{(0)} \sum_{j=2}^{\infty} \sum_{l=j}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T + \pi^{(1)} \sum_{j=1}^{\infty} \sum_{l=j}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T + \sum_{j=2}^{\infty} \pi^{(j)} \sum_{h=1}^{\infty} \sum_{l=h}^{\infty} \mathbf{F}^{(l)} \mathbf{1}^T = \sum_{j=2}^{\infty} \pi^{(j)} \mathbf{B} \mathbf{1}^T.
\]

which can be rewritten as:

\[
\pi^{(0)} \sum_{j=2}^{\infty} (j-1) \mathbf{F}^{(j)} \mathbf{1}^T + \pi^{(1)} \sum_{j=1}^{\infty} j \mathbf{F}^{(j)} \mathbf{1}^T + \pi^{(*)} \left( \sum_{j=1}^{\infty} j \mathbf{F}^{(j)} - \mathbf{B} \right) \mathbf{1}^T = \mathbf{0}. \tag{12}
\]

The following theorem states that these equations are sufficient to compute \( \pi^{(0)} \), \( \pi^{(1)} \), and \( \pi^{(*)} \).

**Theorem 1 (Etauqa-MG1)**. Given an ergodic CTMC with infinitesimal generator \( \mathbf{Q} \) having the
\[ z^{[n]} = \sum_{j=1}^\infty \sum_{i=j}^n \sum_{i=j}^n v^{[i+n+i]} = \begin{bmatrix} \sum_{j=1}^\infty \sum_{i=j}^n F^{(i+1)} 1^T \\ \sum_{j=1}^\infty \sum_{i=j}^n F^{(i)} 1^T \\ \left( L + \sum_{j=1}^\infty F^{(j)} + \sum_{i=1}^\infty F^{(i)} \right) 1^T \\ \left( B + 2 \left( L + \sum_{j=1}^\infty F^{(j)} + \sum_{i=1}^\infty F^{(i)} \right) \right) 1^T \\ \left( 2B + 3 \left( L + \sum_{j=1}^\infty F^{(j)} + \sum_{i=1}^\infty F^{(i)} \right) \right) 1^T \\ \vdots \end{bmatrix} = \begin{bmatrix} \sum_{j=1}^\infty jF^{(j)} 1^T \\ \sum_{j=1}^\infty jF^{(j)} 1^T \\ \left( \sum_{j=1}^\infty jF^{(j)} - B \right) 1^T \\ \left( \sum_{j=1}^\infty jF^{(j)} - B \right) 1^T \\ \left( \sum_{j=1}^\infty jF^{(j)} - B \right) 1^T \\ \vdots \end{bmatrix} \]

Figure 2: The column vectors used to prove linear independence.

structure shown in (5), such that the first \( n - 1 \) columns of \( B \) are null, \( B_{1:n,1:n-1} = 0 \), and with stationary probability vector \( \pi = [\pi^{(0)}, \pi^{(1)}, \pi^{(2)}, \ldots] \), the system of linear equations

\[ xM = [1, 0] \quad (13) \]

where \( M \in \mathbb{R}^{(m+2n) \times (m+2n)} \) is defined as follows:

\[ M = \begin{bmatrix} 1^T & \hat{L}^{(1)}_{1:n,1:n-1} & \sum_{j=2}^\infty \hat{F}^{(j)}_{1:n,1:n-1} & \sum_{j=2}^\infty (j-1)F^{(j)}_{1:n,1:n-1} \\ 1^T & B & \sum_{j=1}^\infty F^{(j)}_{1:n,1:n-1} & \sum_{j=1}^\infty jF^{(j)}_{1:n,1:n-1} \end{bmatrix} \]

admits a unique solution \( x = [\pi^{(0)}, \pi^{(1)}, \pi^{(*)}] \) where \( \pi^{(*)} = \sum_{j=2}^\infty \pi^{(j)} \).

**Proof:** The vector \( [\pi^{(0)}, \pi^{(1)}, \sum_{j=2}^\infty \pi^{(j)}] \) satisfies (7), (8), (9), (10), and (12), hence it is a solution of (13). To show that this solution is unique, it is enough to prove that the rank of \( M \) is \( m + 2n \), i.e., its \( m + 2n \) rows are linearly independent.

Since \( Q \) is ergodic, we know that the vector \( 1^T \) and the set of vectors corresponding to all the columns of \( Q \) except one (any one of them) are linearly independent. In particular, we choose to
remove from $Q$ the $n^{th}$ column of the second block of columns in (5), corresponding to the transitions into state $s_1$. The result is then the countably infinite set of linearly independent column vectors of $R^n$, $\{v[1], v[2], \ldots\}$, shown in Fig. 2. We then define $n$ new vectors of $R^n$, $\{z[1], \ldots, z[n]\}$, as follows (see Fig. 2):

- For $i = 1, \ldots, n - 1$, let $z[i] = \sum_{j=1}^{\infty} v[m+jn+i]$, that is we sum the $i^{th}$ column of each block of columns, starting from the block corresponding to transitions into level $S(2)$. $B$ doesn’t appear in the expression of these vectors because $B_{1:n,1:n-1} = 0$.

- Let $z[n] = \sum_{j=1}^{\infty} \sum_{i=1}^{n} v[m+jn+i]$. Fig. 2 shows the steps required to obtained a closed-form expression for $z[n]$, which are proved by recalling that, since $Q$ is an infinitesimal generator, $(B + L + \sum_{j=1}^{\infty} P(j))1^T = 0$, which also implies $(L + \sum_{j=1}^{\infty} P(j))1^T = -B1^T$.

Then, we can show that the $m + 2n$ vectors $\{v[1], \ldots, v[m+n], z[1], \ldots, z[n]\}$ are linearly independent, since the original set $\{v[1], v[2], \ldots\}$ is linearly independent and the vectors $\{z[1], \ldots, z[n]\}$ are obtained as linear combinations of different subsets of vectors from $\{v[m+n+1], v[m+n+2], \ldots\}$:

- Disjoint subsets of vectors are used to build $\{z[1], \ldots, z[n-1]\}$.

- $z[n]$ is built using vectors already used for $\{z[1], \ldots, z[n-1]\}$, but also vectors of the form $v[m+jn]$, which are not used to build any of the vectors in $\{z[1], \ldots, z[n-1]\}$.

Hence, the matrix having as column the vectors $\{v[1], \ldots, v[m+n], z[1], \ldots, z[n]\}$ has rank $m + 2n$, which implies that we must be able to find $m + 2n$ linearly independent rows in it. Since row $m + jn + i$ is identical to row $m + n + i$, for $j > 1$ and $i = 1, \ldots, n$, the first $m + 2n$ rows must be linearly independent. These are also the rows of our matrix $M$, and so the proof is complete. □

4 Computing the measures of interest

We now consider the problem of obtaining stationary measures of interest once $\pi(0)$, $\pi(1)$, and $\pi(*)$ have been computed. We consider measures that can be expressed as the expected reward rate

$$r = \sum_{j=0}^{\infty} \sum_{i \in S(i)} \rho_i^{(j)} \pi_i^{(j)},$$

where $\rho_i^{(j)}$ is the reward rate of state $s_i^{(j)}$. For example, if we wanted to compute the expected queue length in steady state for a model where $S(i)$ contains the system states with $j$ customers in the queue, we would let $\rho_i^{(j)} = j$, while, to compute the second moment of the queue length, we would let $\rho_i^{(j)} = j^2$.

Since our solution approach computes $\pi(0)$, $\pi(1)$, and $\pi(*) = \sum_{j=2}^{\infty} \pi(j)$, we rewrite $r$ as

$$r = \pi(0) \rho(0)^T + \pi(1) \rho(1)^T + \sum_{j=2}^{\infty} \pi(j) \rho(j)^T,$$
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where \( \rho^{(0)} = [\rho_1^{(0)}, \ldots, \rho_m^{(0)}] \) and \( \rho^{(j)} = [\rho_1^{(j)}, \ldots, \rho_m^{(j)}] \), for \( j \geq 1 \). Then, we must show how to compute the above summation without explicitly using the values of \( \pi^{(j)} \) for \( j \geq 2 \). We can do so if the reward rate of state \( s_i^{(j)} \), for \( j \geq 2 \) and \( i = 1, \ldots, n \), is a polynomial of degree \( k \) in \( j \) with arbitrary coefficients \( a_i^{[0]}, a_i^{[1]}, \ldots, a_i^{[k]} \):

\[
\forall j \geq 2, \forall i \in \{1, 2, \ldots, n\}, \quad \rho_i^{(j)} = a_i^{[0]} + a_i^{[1]} j + \cdots + a_i^{[k]} j^k.
\] (15)

The above equation allows the reward rate for each state \( s_i^{(j)} \) in the set \( S^{(j)} \) to be a general polynomial function with arbitrary coefficient that may differ from those for other states in \( S^{(j)} \). We emphasize this because, in Section 7, the states within \( S^{(j)} \) may need to have different reward rates, and the method we describe below is general enough to handle these cases as well.

Using the representation of Eq.(15) we write

\[
\sum_{j=2}^{\infty} \pi^{(j)} \rho^{(j)T} = \sum_{j=2}^{\infty} \pi^{(j)} \left( a_i^{[0]} + a_i^{[1]} j + \cdots + a_i^{[k]} j^k \right)^T
\]

\[
= \sum_{j=2}^{\infty} \pi^{(j)} a_i^{[0]T} + \sum_{j=2}^{\infty} j \pi^{(j)} a_i^{[1]T} + \cdots + \sum_{j=2}^{\infty} j^k \pi^{(j)} a_i^{[k]T}
\]

\[
= r_i^{[0]} a_i^{[0]T} + r_i^{[1]} a_i^{[1]T} + \cdots + r_i^{[k]} a_i^{[k]T},
\]
and the problem is reduced to the computation of \( r_i^{[l]} = \sum_{j=2}^{\infty} j^l \pi^{(j)} \), for \( l = 0, \ldots, k \) (for an interpretation of \( r_i^{[l]} \), one can identify it except for the missing term \( \pi^{(1)} \), with the \( l \)th vector moment of the random variable representing the level \( j \) at which the chain resides).

We show how \( r_i^{[k]} \), for \( k > 0 \), can be computed recursively, starting from \( r_i^{[0]} \), which is simply \( \pi^{(1)} \).

We first define the following sums:

\( \hat{F}^{[j]} = \sum_{l=j}^{\infty} \hat{F}^{(l)} \), \( \hat{F}^{[j]} = \sum_{l=j}^{\infty} F^{(l)} \), \( \hat{F}^{[c,j]} = \sum_{j=1}^{\infty} (j+c)^i \hat{F}^{(j)} \), and \( F^{[c,j]} = \sum_{j=1}^{\infty} (j+c)^i F^{(j)} \)

Multiplying the equations in (6) from the second line on by the appropriate factor \( j^k \) results in

\[
\begin{cases}
2^k \pi^{(0)} \hat{F}^{(1)} + 2^k \pi^{(1)} L^{(1)} + 2^k \pi^{(2)} B &= 0 \\
3^k \pi^{(0)} \hat{F}^{(2)} + 3^k \pi^{(1)} F^{(1)} + 3^k \pi^{(2)} L + 3^k \pi^{(3)} B &= 0 \\
\vdots
\end{cases}
\] (16)

Summing the equations in (16) by parts we obtain

\[
\pi^{(0)} \sum_{j=1}^{\infty} \sum_{h=2}^{\infty} \sum_{m=2}^{\infty} (j+1)^k \hat{F}^{(j)} + \pi^{(1)} 2^k L^{(1)} + \pi^{(1)} \sum_{j=1}^{\infty} (j+2)^k F^{(j)} + \\
\sum_{h=2}^{\infty} \pi^{(h)} \sum_{j=1}^{\infty} (j+h+1)^k F^{(j)} + (h+1)^k L + h^k B = 0,
\]
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which can be rewritten as:

\[ \pi^{(0)} \hat{F}^{[1,k]} + \pi^{(1)} (2^{k} L^{(1)} + F^{[2,k]}) + \sum_{h=2}^{\infty} \pi^{(h)} \sum_{j=1}^{\infty} (j+h+1)^{k} P^{(j)} + \sum_{l=0}^{k-1} \binom{k}{l} r_{l}^{[1]} L^{(1)} + r_{k}^{[1]} (L + B) = 0. \] (17)

We can express the third term on the left-hand-side of the above equation as:

\[
\sum_{h=2}^{\infty} \pi^{(h)} \sum_{j=1}^{\infty} (j+h+1)^{k} P^{(j)} = \sum_{h=2}^{\infty} \pi^{(h)} \sum_{l=0}^{k} \binom{k}{l} (h+1)^{l} \sum_{j=1}^{\infty} j^{k-l} P^{(j)}
\]

\[
= \sum_{l=0}^{k} \binom{k}{l} \sum_{h=2}^{\infty} \pi^{(h)} (h+1)^{l} P^{[0,k-l]}
\]

\[
= \sum_{l=0}^{k} \binom{k}{l} \sum_{l=0}^{\infty} \binom{l}{t} \sum_{h=2}^{\infty} h^{t} \pi^{(h)} P^{[0,k-l]}
\]

\[
= \sum_{l=0}^{k} \binom{k}{l} \sum_{t=0}^{\infty} \binom{l}{t} r_{t}^{[1]} P^{[0,k-l]}
\]

\[
= \sum_{t=0}^{k-1} \binom{k}{l} \sum_{t=0}^{\infty} \binom{l}{t} r_{t}^{[1]} P^{[0,k-l]} + \sum_{l=0}^{k-1} \binom{k}{l} r_{l}^{[1]} P^{[0,0]} + r_{k}^{[1]} P^{[0,0]}
\]

and substituting the third term in (17) with the above expression we obtain:

\[
r_{k}^{[1]} (P^{[0,0]} + L + B) = - \left( \pi^{(0)} \hat{F}^{[1,k]} + \pi^{(1)} (2^{k} L^{(1)} + F^{[2,k]}) + \sum_{l=0}^{k-1} \binom{k}{l} r_{l}^{[1]} L^{(1)} \right)
\]

\[
- \left( \sum_{t=0}^{k-1} \binom{k}{l} \sum_{t=0}^{\infty} \binom{l}{t} r_{t}^{[1]} P^{[0,k-l]} + \sum_{l=0}^{k-1} \binom{k}{l} r_{l}^{[1]} P^{[0,0]} \right)
\]

which is a linear system of the form \( r_{k}^{[1]} (P^{[0,0]} + L + B) = b^{[k]} \) where \( b^{[k]} \) is an expression that can be computed from \( \pi^{(0)}, \pi^{(1)}, \) and the vectors \( r^{[0]} \) through \( r^{[k-1]} \). Since we know that the rank of \( P^{[0,0]} + L + B \) (alternatively, \( \sum_{j=1}^{\infty} P^{(j)} + L + B \)) is \( n - 1 \), we remove the equation corresponding to the last column, resulting in \( n - 1 \) equations:

\[
r_{k}^{[1]} (P^{[0,0]} + L)_{1:n,1:n-1} = b^{[k]}_{1:n-1}. \] (18)

One additional equation is then required. We obtain it from the equations in (12), again by multiplying them by the appropriate \( j^{k} \) and summing them:

\[
\pi^{(0)} \sum_{j=2}^{\infty} j^{k} \sum_{h=j}^{\infty} F^{[h]} 1^{T} + \pi^{(1)} \sum_{j=1}^{\infty} (j+1)^{k} \sum_{h=j}^{\infty} F^{[h]} 1^{T} + \sum_{h=2}^{\infty} \pi^{(h)} \sum_{j=1}^{\infty} (j+h+1)^{k} \sum_{h=j}^{\infty} F^{[h]} 1^{T} = \sum_{j=2}^{\infty} \pi^{(j)} j^{k} B 1^{T},
\]

which therefore can be rewritten as:

\[
\pi^{(0)} \sum_{j=2}^{\infty} j^{k} F^{[j]} 1^{T} + \pi^{(1)} \sum_{j=1}^{\infty} (j+1)^{k} F^{[j]} 1^{T} + \sum_{h=2}^{\infty} \pi^{(h)} \sum_{j=1}^{\infty} (j+h)^{k} F^{[j]} 1^{T} = r_{k}^{[1]} B 1^{T}. \] (19)
The third term of the above summation can then be expressed as:

\[
\sum_{h=2}^{\infty} \sum_{j=1}^{k} \binom{k}{l} j^k h^{k-l} \mathbf{F}^{[j]} \mathbf{1}^T = \sum_{h=2}^{\infty} \pi^{(h)} \sum_{t=0}^{k} \binom{k}{t} h^{k-t} \sum_{j=1}^{\infty} j^k \mathbf{F}^{[j]} \mathbf{1}^T = \sum_{t=0}^{k} \binom{k}{t} \sum_{j=1}^{\infty} j^k \mathbf{F}^{[j]} \mathbf{1}^T.
\]

Substituting the above in (19) we obtain

\[
r^{[k]} \left( \sum_{j=1}^{\infty} j^k \mathbf{F}^{[j]} - \mathbf{B} \right) \mathbf{1}^T = - \left( \pi^{(0)} \sum_{j=2}^{\infty} j^k \mathbf{F}^{[j]} \mathbf{1}^T + \pi^{(1)} \sum_{j=1}^{\infty} (j+1)^k \mathbf{F}^{[j]} \mathbf{1}^T + \sum_{t=1}^{k} \binom{k}{t} r^{[k-t]} \sum_{j=1}^{\infty} j^k \mathbf{F}^{[j]} \right)
\]

The right-hand side of the above equation is an expression containing \(\pi^{(0)}\), \(\pi^{(1)}\), and the vectors \(r^{[0]}\) through \(r^{[k-1]}\). The \(n \times n\) matrix \(\left[ (\mathbf{F}^{[0]} + \mathbf{L})_{j,n-1} \mid (\sum_{j=1}^{\infty} j^k \mathbf{F}^{[j]} - \mathbf{B}) \mathbf{1}^T \right]\) required to compute \(r^{[k]}\) has full rank; the proof is analogous to that of Theorem 1. The above result can be used to find any moment \(k\), provided that the first \(k-1\) moments have been previously computed.

As an example, we consider \(r^{[1]}\), which is used to compute measures such as the first moment of the queue length. In this case,

\[
b^{[1]} = \pi^{(0)} \sum_{j=1}^{\infty} (j+1) \mathbf{F}^{[j]} + \pi^{(1)} (2 \mathbf{L}^{(1)} + \sum_{j=1}^{\infty} (j+2) \mathbf{F}^{[j]}) + \pi^{(*)} \mathbf{L} + \sum_{j=1}^{\infty} (j+1) \mathbf{F}^{[j]} \]

\[
c^{[1]} = - \left( \pi^{(0)} \sum_{j=2}^{\infty} j \mathbf{F}^{[j]} + \pi^{(1)} \sum_{j=1}^{\infty} (j+1) \mathbf{F}^{[j]} + \pi^{(*)} \sum_{j=1}^{\infty} j \mathbf{F}^{[j]} \right) \mathbf{1}^T.
\]

We conclude by observing that some measures might be infinite. For example, if the matrices \(\mathbf{F}^{[j]}\) are summable but decrease only like \(1/j^h\) for some \(h > 1\), then the moments of order \(h-1\) or higher for the queue length do not exist (are infinite).

## 5 Bounded bulk arrivals

In this section, we consider processes with bounded bulk arrivals. Such processes can be solved using the original ETAQA [3] or matrix-geometric [14] methods, by merging every \(p\) levels into a single larger level, but the results of this section show how to compute the solution without the corresponding increase in complexity (a factor of \(p\) for both execution time and storage in ETAQA, a factor of \(p^3\) for execution time and \(p^2\) for storage in the matrix-geometric method).

If we restrict the process so that it is allowed to jump forward by at most \(p\) levels, its infinitesimal
generator $Q$ still has the structure of (5), except that $\hat{F}(j)$ and $F(j)$ are zero for $j > p$:

$$Q = \begin{bmatrix}
\hat{L}^{(0)} & \hat{F}(1) & \hat{F}(2) & \ldots & \hat{F}(p) & 0 & 0 & \ldots \\
\hat{B} & L^{(1)} & F(1) & \ldots & F(p-1) & F(p) & 0 & \ldots \\
0 & B & L & \ldots & F(p-2) & F(p-1) & F(p) & \ldots \\
0 & 0 & B & \ldots & F(p-3) & F(p-2) & F(p-1) & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots 
\end{bmatrix}, \quad (21)$$

We can then formulate the following lemma.

**Lemma 1 (bulk arrivals).** Given an ergodic CTMC with infinitesimal generator $Q$, having the structure shown in (21) such that the first $n-1$ columns of $B$ are null, $B_{1:n,1:n-1} = 0$, and with stationary probability vector $\pi = [\pi^{(0)}, \pi^{(1)}, \pi^{(2)}, \ldots]$, the system of linear equations

$$x = \begin{bmatrix}
1^T & \hat{L}^{(0)} & \hat{F}(1) & \left(\sum_{j=2}^{p} \hat{F}(j)\right)_{1:m,1:n-1} & \left(\sum_{j=2}^{p} (j-1)\hat{F}(j)\right)_{1:n,1:n-1} \\
1^T & \hat{B} & L^{(1)} & \left(\sum_{j=1}^{p} F(j)\right)_{1:m,1:n-1} & \left(\sum_{j=1}^{p} jF(j)\right)_{1:n,1:n-1} \\
1^T & 0 & 0 & \left(\sum_{j=1}^{p} F(j) + L\right)_{1:m,1:n-1} & \left(\sum_{j=1}^{p} jF(j) - B\right)_{1:n,1:n-1} 
\end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$

admits a unique solution $x = [\pi^{(0)}, \pi^{(1)}, \pi^{(*)}]$ where $\pi^{(*)} = \sum_{i=2}^{\infty} \pi^{(i)}$.

**Proof:** The steps of the proof are exactly the same as those of the theorem introduced in Section 3, hence they are omitted. □

The measure of interest $r$ can also be derived as done in Section 4. Using the same definitions for $r$, $\rho$, and $r^{[l]}$, we need to show how to express the vectors $r^{[l]}$, for $l = 0, \ldots, k$. Here, $r^{[k]}$ can be computed recursively by solving the equation

$$r^{[k]} \begin{bmatrix}
\left(\sum_{j=1}^{p} F(j) + L\right)_{1:m,1:n-1} & \left(\sum_{j=1}^{p} j^{k} F[j] - B\right)_{1:n,1:n-1} 
\end{bmatrix} \begin{bmatrix} b^{[k]} \\ c^{[k]} \end{bmatrix} =$$

where $b^{[k]}$ and $c^{[k]}$ are computed using $\pi^{(0)}$, $\pi^{(1)}$, and $r^{[0]}$ through $r^{[k-1]}$, following the exact same steps as for the case of unbounded bulks described in Section 4, but adjusted so as to consider bounded bulks only.

### 6 Theoretical complexity

In this section, we present a detailed complexity comparison of ETAQA-MG1 with the matrix-analytic method outlined in Section 2 (in Section 8, we present actual runtimes on an application). First, we note that, under our condition that $B$ has a single nonzero column, $G$ does not need
to be computed [18], since it is a zero matrix except for the last column, which contains all ones.

This observation is further confirmed by the probabilistic interpretation of $G$: an entry $(k,l)$ in $G$ expresses the conditional probability of the process first entering $S^{(j-1)}$ through state $l$, given that it starts from state $k$ of $S^{(j)}$ [15]². Thus, for the special case of $Q$ that we consider in this paper, there is no cost associated for computing and storing $G$.

To obtain $\pi^{(0)}$, the matrix-analytic algorithm requires the computation of the inverse of $S^{(0)}$, which is, in general, a full matrix. This inverse must be stored for the duration of the entire computation, increasing the storage complexity for the matrix-analytic approach. During the construction of the system of linear equations of Eq. (4), we also need to multiply this (usually full) inverse by sparse $m \times n$ and $n \times m$ matrices, for an overall complexity of $O(n^3+n\eta(\mathbf{B}, \sum_{j=1}^{\infty} \hat{F}^{(j)}))$, where $\eta(\cdot)$ denotes the total number of nonzero entries in the argument matrices. Finally, the resulting linear system is described by an $m \times n$ matrix, which is, in general, full. Instead, for ETAQA-MG1, we only require the solution of a sparse system of $m + 2n$ linear equations, plus some matrix summations and scalar multiplications.

Although there are closed form formulas for the first and the second moment of the queue length, based on the matrix-analytic approach [11], the entire stationary probability vector is in principle required to compute the measures of interest. Using Ramaswami’s recursive formula, the vectors $\pi^{(j)}$ can be computed only up to an index $s$ such that $\sum_{s=0}^{j} \pi^{(j)}1^{T}$ is very close to one.

We also note that, in practice, use of either ETAQA-MG1 or the matrix-analytic method requires storing only a finite number of matrices $\hat{F}^{(j)}$ and $F^{(j)}$, enough to accurately describe the M/G/1-type process. In our study, we assume that matrices $\hat{F}^{(j)}$ and $F^{(j)}$ for $j > p$ are zero, as discussed in Section 5. However ETAQA’s superiority is more obvious in this case. The complexity of the matrix-analytic algorithm has now an additional cost due to the fact that the matrices $\hat{S}^{(j)}$ and $S^{(j)}$ do not have a closed-form expression, therefore they must be computed for all $j \geq 1$, up to the forward matrix truncation point $p$. Fortunately, computing these matrices involves only full vector operations, and their storage requires only a full vector each (plus the storage for the forward matrices themselves), due to the structure of $G$ and to the fact that, in our case, $GG = G$. Since $\hat{S}^{(j)}$ and $S^{(j)}$ are zero for $j > p$, only $p$ full vectors are additionally required to store these matrices, and, using Eq. 2, we only need to keep a sliding window of the $p + 1$ most recently computed vectors $\pi^{(j)}$. ETAQA-MG1 requires instead only sparse matrix additions and the solution of a sparse system of $m + 2n$ linearly independent equations.

Table 1 summarizes the computational and storage complexity of ETAQA-MG1 and the matrix-analytic method. Since that ETAQA-MG1 is an aggregation-based technique that truly exploits the sparsity of the matrices describing the original infinitesimal generator, its storage and time complexity are superior to the matrix-analytic method. Note that the contribution of $B$ to the time complexity can be ignored, since it contains at most $n$ nonzero entries.

²The probabilistic interpretation of $G$ is the same for both DTMCs and CTMCs. The interpretation in [15, page 81] is consistent with the discussion in [9, page 142], where CTMCs are taken into consideration.
<table>
<thead>
<tr>
<th></th>
<th>Time complexity</th>
<th>Additional storage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computation of $\pi^{(0)}$ (matrix-analytic) or $\pi^{(0)}, \pi^{(1)}$, and $\pi^{(\pi)}$ (Eqta)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETAQA-MG1</td>
<td>$O^L(\eta{B,L^{(0)},L^{(1)},L,F})$</td>
<td>none</td>
</tr>
<tr>
<td>Matrix-analytic</td>
<td>$O^L(m^2) + O(n\eta{F,B} + \eta{F} + n^3)$</td>
<td>$O(m^2 + n^2)$</td>
</tr>
<tr>
<td><strong>First moment measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETAQA-MG1</td>
<td>$O^L(\eta{L,F})$</td>
<td>none</td>
</tr>
<tr>
<td>Matrix-analytic</td>
<td>$O(s(p\eta{F} + n^2) + p\eta{\hat{F}})$</td>
<td>$O(pn + n^2)$</td>
</tr>
</tbody>
</table>

Table 1: Computational and storage complexity of ETAQA-MG1 and the matrix-analytic method. $O^L(x)$ denotes the time complexity of solving a linear system described by $x$ nonzero entries. The expressions $\eta\{\hat{F}\}$ and $\eta\{F\}$ should be taken to mean $\eta\{\sum_{j=1}^{p} \hat{F}^{(j)}\}$ and $\eta\{\sum_{j=1}^{p} F^{(j)}\}$, respectively.

7 Repartitioning Q

The approach we introduced in Sections 3 and 5 is very efficient but its applicability is limited by the requirement that $B$ has only one nonzero column. There are models where this condition on $B$ is not immediately satisfied yet it can be achieved through an appropriate *repartitioning* of the states. For illustration simplicity, Fig. 3 shows an example of state repartitioning applied to a QBD process, but exactly the same idea would apply to that model structure if it had a more complex forward arc structure, i.e., if it were an M/G/1-type process.

![Figure 3: State repartitioning.](image)

Fig. 3 (top) shows a QBD process where the transitions from $S^{(j)}$ to $S^{(j-1)}$ have two destinations, $s_{b}^{(j-1)}$ and $s_{c}^{(j-1)}$. Clearly, the single column condition for $B$ is not immediately satisfied. Fig. 3 (bottom) shows instead that, by redefining the sets $S^{(j)}$ in such a way that $S^{(1)} = \{s_{a}^{(2)}, s_{b}^{(1)}, s_{c}^{(1)}\}$,
$S^{(2)} = \{ s^{(2)}_a, s^{(2)}_b, s^{(2)}_c \}$, etc., the transitions from $S^{(j)}$ to $S^{(j-1)}$ now go to a single state, $s^{(j-1)}_c$. The condition on $B$ is then satisfied.

**Lemma 2 (Repartitioning).** An algorithm exists that accepts as input the (finite) block description of the (infinite) infinitesimal generator $Q$ of an $M/G/1$-type process and determines a repartitioning of the state space so that the single-non-zero-column condition for $B$ is satisfied, if such a partition exists. The computational complexity of this algorithm is $O(n^2 \epsilon \log \epsilon)$ and its space complexity is $O(n + \epsilon)$, where $\epsilon$ is the total number of nonzero entries in $\tilde{Q} = B + L + \sum_{j=1}^{\infty} F^{(j)}$.

**Proof:** See Appendix A. □

We observe that, as a result of this repartitioning, at most $n(n-1)/2$ states might be shifted from the repetitive portion of the chain into $S^{(0)}$. This is because, among the $n$ sets of states $T_i = \{ s^{(j)}_i : j \geq 2 \}$, $k_0 \geq 1$ of them will remain unchanged, $k_1 \leq n - k_0$ of them will have to be shifted one position to the left (i.e., state $s^{(j)}_i$ becomes state $s^{(j-1)}_i$ (adding $k_1$ states to $S^{(0)}$), $k_2 \leq n-k_0-k_1$ of them will have to be shifted two positions to the left (adding $2k_2$ states to $S^{(0)}$), and so on. In the worst case, this adds $1 + 2 + \cdots + n - 1$ states to $S^{(0)}$.

Furthermore, this change in the definition of the sets $S^{(j)}$ does not affect our ability to compute the measures of interest. Assume that we have defined the reward rate $\rho^{(j)}_i = a^{[0]}_i + a^{[1]}_i j + \cdots + a^{[k]}_i j^k$ for state $s^{(j)}_i$ in the original partition of the state space. After repartitioning, the “old” state $s^{(j)}_i$ may now be state $s^{(j-c)}_i$, for some fixed $c$ (we use a ‘-’ for quantities referring to the new partition).

The same expected reward rate will still be computed, that is,

$$r = \sum_{j=0}^{\infty} \sum_{i \in S^{(j)}} \rho^{(j)}_i \pi^{(j)}_i = \sum_{j=0}^{\infty} \sum_{i \in S^{(j)}} \tilde{\rho}^{(j)}_i \pi^{(j)}_i,$$

provided the new reward rate for state $s^{(j-c)}_i$ satisfies $\tilde{\rho}^{(j-c)}_i = \rho^{(j)}_i$. In other words, we simply require that $a^{[0]}_i + a^{[1]}_i (j-c) + \cdots + a^{[k]}_i (j-c)^k = a^{[0]}_i + a^{[1]}_i j + \cdots + a^{[k]}_i j^k$, and this can be obviously achieved through an appropriate definition of the coefficients $\tilde{a}^{[d]}_i$.

### 8 Application: multiprocessor scheduling

In this section, we describe an application that can be studied through the Etaqa-MG1 approach. We concentrate on presenting the CTMCs that models the application of interest, focusing on the form of the repeating matrix pattern, and we present numerical results to compare Etaqa-MG1 with the matrix-analytic approach.

Modeling the behavior of scheduling policies in parallel systems often results in CTMCs with matrix-geometric form [21]. Here, we present a CTMC that models the behavior of a class of dynamic scheduling policies where the reconfiguration cost is reduced by limiting how and when processor reallocations can occur [1]. Fig. 4 illustrates the CTMC modeling a dynamic scheduling policy that can only reduce the number of processor allocated to an application, and only immediately after a service completion. Fig. 4 shows the system behavior under bursty arrival conditions modeled
as bulks of finite size (see [19] for an analysis of adaptive space-sharing policies under similar assumptions for the arrival process).

![CTMC Diagram](image)

**Figure 4**: The CTMC that models a dynamic multiprocessor scheduling policy.

The system state is described by the number of applications that are waiting for service in the queue and the number of applications that are in service. $NwMs_r$ denotes that there are $N$ applications in the queue, waiting to be executed, and $M$ applications in service, each having a fraction $\frac{1}{r}$ of the total number of processors allocated to it. Thus, the service rate of an application is $\mu_r$, a function of $r$. The arrival rate for bulks is $\lambda$, and the probability that the size of the bulk is 1, 2, 3, or 4 is $\alpha$, $\beta$, $\gamma$, and $\delta$, respectively.

Our lemma for bounded bulk arrivals can be readily applied to study the performance of this policy. Since the behavior of this dynamic scheduling policy under different workloads is outside the scope of this paper, we do not present numerical results that illustrate the performance of the policy per se. Instead, we present the time for the solution needed by ETAQA-MG1 and the most efficient matrix-analytic method (as presented in Section 2) on a 1Ghz Pentium IV with 512KB cache and 1GB memory. We point out that, for simplicity, Fig. 4 shows bulk arrivals of maximum size four and the multiprocessor partitioned in up to three classes, but our experiments consider maximum bulks of sizes 50 or 100, and several values for the maximum number of classes. Figures 5(a) and 5(b) report the significant run-time improvements achieved when computing $\pi^{(0)}$, $\pi^{(1)}$, and $\pi^{(*)}$ using ETAQA-MG1, as opposed to computing $\pi^{(0)}$, and $\pi^{(j)}$, for $1 \leq j \leq s$, using the matrix-analytic method, as a function of the number of multiprocessor partitions and the truncation point $s$ in the computation of the probability vector, i.e., $\sum_{i=0}^{s} \pi^{(i)}1^{s} = 1$.

To better observe the efficiency of ETAQA-MG1, Figures 6(a) and 6(b) present the relative computation time of the matrix-analytic method vs. ETAQA-MG1 for the cases presented in Figures 5(a) and 5(b), respectively. ETAQA-MG1 outperforms the matrix-analytic method in both small
Figure 5: Computation time (in sec.) for a process with bulk sizes of (a) 50 and (b) 100.

and large size problems. The efficiency of ETAQA-MG1 increases when the length of the computed probability vector for matrix-analytic increases and when the cardinality \( m \) of \( S^{(0)} \) is in the same range as the cardinality \( n \) of \( S^{(j)} \), for \( j > 0 \). In the case under study, \( m = O(n^2) \), which explains higher computational gains for ETAQA-MG1 for partitions into small number of classes.

We observe that, for the experiments of Figures 5 and 6, we used the same stopping criteria in the solution of the numerical systems required by ETAQA-MG1 or the matrix-analytic method; indeed, the probability vectors computed by the two methods match very closely. We elaborate further on the numerical stability of our technique in the next section.

9 Numerical stability of ETAQA-MG1

ETAQA-MG1 is a numerical approach to solve M/G/1-type processes, and it entails matrix multiplications, additions, and subtractions, as well as the solution of systems of linear equations. This raises the issue of numerical stability for ETAQA-MG1, both in the construction phase of its components and in the solution phase.

We investigate the numerical stability of ETAQA-MG1 experimentally, adopting the definition of a “numerically stable algorithm” given in [22]: an algorithm is stable if, for an almost exact input,
it produces an almost exact output. As a testbed, we choose a queueing system with bulk arrivals and coxian service, and solve it with both ETAQA-MG1 and matrix-analytic/Ramaswami’s formula (which is known to be numerically stable).

For the case under study, the input consists of the parameters for the arrival process and for the coxian service process, while the output consists of \( \pi^{(0)} \), \( \pi^{(1)} \), and \( \pi^{(*)} \) (for the matrix-analytic method, we compute \( \pi^{(*)} \) as \( \sum_{j=1}^{J} \pi^{(j)} \)). First, we solve the queueing system with both methods for a chosen set of input parameters, which we refer to as the unperturbed input. Then, we perturb the values of the input parameters with uniformly distributed quantities in \((-\epsilon, \epsilon)\), where \( \epsilon \) is a small constant, either \( 10^{-14} \) or \( 10^{-12} \). We solve again each model with each method and compare the output with that obtained from solving the problem with unperturbed input using the same method. To increase the statistical confidence, we conduct 50 (differently) perturbed experiments.

The results for perturbations of magnitude \( 10^{-12} \) and \( 10^{-14} \), in Figures 7(a) and (b), respectively, indicate that ETAQA-MG1 is indeed a stable algorithm. In Figures 8(a) and 8(b) we present the maximum difference between the solutions obtained from both methods for one of the perturbed experiments for different problem sizes, i.e., different sizes on the matrices of the process and different number of matrices involved.
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Figure 7: Perturbation of the solution as result of the perturbation of the input for both ETAQA-MG1 and matrix-analytic method for 50 different experiments, with matrix size \( n = 32 \) and bulk size of \( p = 64 \), for perturbation magnitudes of (a) \( 10^{-12} \) and (b) \( 10^{-14} \).

The results presented in Figures 7 and 8 correspond to cases where the entries within each of the input matrices are in the same range. To study the effect of perturbations on the more problematic “stiff” chains, we consider the same queueing system where entries differ up to six orders of magnitude. The results are in Figures 9 and 10.

For stiff inputs, the resulting perturbation in the solution is higher than for non-stiff inputs. Again, however, ETAQA-MG1 performs similarly to the stable matrix-analytic approach. Thus, while we do not provide a theoretical proof of the numerical stability of ETAQA-MG1, the results of the numerical experiments of this section indicate that ETAQA-MG1 is a stable approach.
Figure 8: Maximum difference in the solutions obtained from ETAQA-MG1 and the matrix-analytic method for one perturbation experiment as a function of different problem sizes, with perturbation magnitudes of (a) $10^{-12}$ and (b) $10^{-14}$.

Figure 9: Perturbation of the solution as result of the perturbation of the stiff input for both ETAQA-MG1 and the matrix-analytic method for 50 different experiments, with matrix size $n = 32$ and bulk size of $p = 64$, with perturbation magnitudes of (a) $10^{-12}$ and (b) $10^{-14}$.

10 Conclusions and future work

In this paper we presented an extension of the ETAQA approach to M/G/1-type processes. Our exposition focuses on the description of the extended ETAQA methodology and its application to
efficiently compute the exact probabilities of the boundary states of the process and the aggregate probability distribution of the states in each of the equivalence classes corresponding to a specific partitioning of the remaining infinite portion of the state space. Although the method does not compute the probability distribution of all states, it still provides enough information for the "mathematically exact" computation of a wide variety of Markov reward functions.

We must emphasize that our treatment applies only to M/G/1-type processes where all transitions from one level to the previous one are directed to a single state (transitions within a level or toward higher levels are completely unrestricted). When this condition is satisfied, the solution is derived by solving a system of \( m + 2n \) linear equations and provides significant savings over standard algorithms for the solution of general M/G/1-type processes. While the condition on \( B \) is indisputably restrictive and might not hold on a given CTMC as stated, we also provide an algorithm that finds a repartition of the state space so that the condition becomes satisfied, if such a repartition exists.

In the future, we expect to release a software tool that efficiently implements the extended ETAQA, whose implementation is currently under way. We also intend to explore ways to extend the methodology to a wider class of M/G/1-type processes than that presented in this paper.
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A State repartitioning

A.1 Problem definition

We seek an algorithm that, given an infinitesimal generator $Q$ block-partitioned as in Eq. (5), corresponding to a state space initially partitioned as $S^{(0)} \cup S^{(1)} \cup S^{(2)} \ldots$, with $|S^{(0)}| = m$ and $|S^{(j)}| = n$ for $j \geq 1$, discovers a new partition $\tilde{S}^{(0)} \cup \tilde{S}^{(1)} \cup \tilde{S}^{(2)} \ldots$, with $|\tilde{S}^{(0)}| = \tilde{m}$ and $|\tilde{S}^{(j)}| = n$, i.e., possibly different-size boundary class but same-size repetitive classes, such that the new corresponding block-partition of Eq. (5) is such that $B$ contains a single nonzero column, if such a repartition exists, or returns a “no” otherwise.

If we just focus on the zero-nonzero pattern of the infinitesimal generator $Q$, the result is a directed graph. The repeating pattern of $Q$ implies that there is an edge from $s_i^{(j)}$ to $s_i^{(j')}$. If there is an edge from $s_i^{(j)}$ to $s_i^{(j')}$, for $i, i' = 1, \ldots, n$ and $j, j' = 1, 2, \ldots$ (since $L^{(1)}$ can differ from $L$, exceptions can occur when $j = j' = 1$, but this is essential). We call $s_i^{(1)}, s_i^{(2)}, \ldots$, for $i = 1, \ldots, n$, same-position nodes. We call the index $a$ corresponding to the nonzero column in $B$ the anchor. Furthermore, since $Q$ has an M/G/1-type structure, we know that there are no arcs from $s_i^{(j)}$ to $s_i^{(j')}$, for $j' < j - 1$.

A.2 An algebraic approach

Since the subgraphs induced by $S^{(1)}, S^{(2)}, \ldots$ in the original partition are all isomorphic and those defined by the new sets $\tilde{S}^{(1)}, \tilde{S}^{(2)}, \ldots$ after the repartition are required to be isomorphic as well, and of the same size, any change we make to the definition of $S^{(j)}$ should be made also to the other sets $S^{(j')}$, for $j, j' \geq 1$. For example, if we shift one node from $S^{(2)}$ to $S^{(1)}$, the same-position node in $S^{(j+1)}$ must also be shifted to $S^{(j)}$ for $j > 2$. Applying the same moving action (shift left, shift right, or leave alone) to same-position nodes guarantees the isomorphism of the resulting subgraphs and that of the forward and backward edges between different subgraphs. As a result, we only need determine where to move the nodes of one of the repetitive subgraphs, say $S^{(j)}$, to form the new partition. The other subgraphs follow the same pattern.

Consider this subgraph, which contains nodes $s_1^{(j)}, s_2^{(j)}, \ldots, s_n^{(j)}$. After the repartition some nodes will be shifted left to subgraphs with indices smaller than $j$, some will go right to subgraphs with indices larger than $j$, and some will stay in their current home. Let $x_i^{(j)}$ be the index of the subgraph to which node $s_i^{(j)}$ will be moved by the repartition. For the time being, suppose that we know the position $a$ of the anchor. We then apply the following rules to establish a linear system of integer inequalities.

- For each edge with a starting point in $S^{(j)}$, say $s_i^{(j)}$, to $s_i^{(j+r)}$, $t$ other than the anchor $a$, we
must ensure that this edge will not be a backward edge in the new partition, thus

\[ x_i^{(j)} \leq x_i^{(j+r)} = x_i^{(j)} + r. \]

- For each edge with a starting point in \( S^{(j)} \), say \( s_i^{(j)} \), to an anchor node \( s_a^{(j+r)} \), we must ensure that it will not be a backward edge going back more than one level, thus

\[ x_i^{(j)} \leq x_i^{(j+r)} + 1 = x_i^{(j)} + r + 1. \]

(in the above, \( r = -1 \), \( r = 0 \), or \( r > 0 \) if the edge is originally a backward, local, or forward edge, respectively).

We then obtain a system of inequalities in \( n \) unknowns, \( x_1, \ldots, x_n \), with each inequality of the form

\[ x_k \leq x_i + c, \]

where \( c \) is an integer no smaller than \(-1\), and we have dropped the superscripts \("(j)"\), since no confusion can arise. Clearly, the number of inequalities to be considered equals the number of off-diagonal nonzero entries in \( B + L + \sum_{j=1}^{\infty} F^{(j)} \), we let this quantity be \( e \), the number of “edges”. Thus, \( Q \) has a new partition with a prespecified anchor \( a \) satisfying the condition on \( B \) iff the linear system of inequalities has an integer solution.

A.3 A necessary and sufficient condition

For the linear system, denoted by \( L_a \), developed in the previous section under the assumption that \( a \) is the anchor, we can construct a graph, denoted by \( G_a \), where there is a node for each variable and there is an edge from node \( x_i \) to node \( x_k \) with weight \( c \) iff \( x_k \leq x_i + c \) is one of the inequalities in the system.

The sufficient and necessary condition for the linear system \( L_a \) to have an integer solution is that there are no cycles with negative total weight in graph \( G_a \). This biimplication was observed by Pratt [16] and later further discussed by Shostak [20], hence the detailed proof is omitted here.

According to van Leeuwen [23], there are efficient algorithms to determine whether there is a negative-weight cycle in a directed graph. One of these algorithms [7, 10] achieves \( O(ne) \) worst-case time complexity, if \( G_a \) has \( n \) nodes and at \( e \) edges. Thus we conclude that determining whether the linear system \( L_a \) has an integer solution takes \( O(ne) \) time. Next, we need to show how to construct a solution if there is one.

A.4 Solving the linear system

Hochbaum and Naor [6] presented an algorithm that finds a feasible integer solution to a system of monotone inequalities of the form \( ax_k \leq bx_i + c \), where \( a \) and \( b \) are positive. Obviously, our inequalities, \( x_k \leq x_i + c \), are monotone. Thus, Hochbaum and Naor’s algorithm may be applied.
However, the algorithm requires that each variable $x_k$ has a lower bound $x_k^{\text{min}}$ and an upper bound $x_k^{\text{max}}$, and its resulting complexity is $O(n^2 e \log e + e \sum_{k=1}^{n}(x_k^{\text{max}} - x_k^{\text{min}} + 1))$. To use this algorithm, we need to show that our variables are bounded.

Consider any system of inequalities of the form $x_k \leq x_i + c$ with at least one integer solution. Without loss of generality, assume that, among the $n$ variables, there is one variable taking the value of $j$ in the solution, and all other variables have the values relative to $j$. For example, if $x_1 = j$, $x_2 = j + 1$, $x_3 = j$, and $x_4 = j - 1$ is a solution to a system with four variables, then for nodes in $\mathcal{S}^{(j)}$, $s_1^{(j)}$ and $s_3^{(j)}$ stay in $\mathcal{S}^{(j)}$, $s_2^{(j)}$ is moved to $\mathcal{S}^{(j+1)}$ by the repartition, and $s_4^{(j)}$ is moved to $\mathcal{S}^{(j-1)}$. We next argue that, if there is an integer solution (with reference parameter $j$) then there is an integer solution with $j - n < x_i < j + n$ for $i = 1, \ldots, n$ (in other words, we never need to shift a state by $n$ or more positions). To do so, we construct a new integer solution with the bounded variables based on the solution given.

Let $\mathcal{V}_i$ be the set of all variables given the value of $i$ in the initial solution. Clearly, $\mathcal{V}_j \neq \emptyset$ according to our assumption. Let $a$ be the smallest index such that $\mathcal{V}_a$ is non-empty and $b$ be the largest index such that $\mathcal{V}_b$ is non-empty. If $a \leq j - n$, there must be at least one empty set ("hole") with index between $a$ and $j$. Let $r$ be the smallest such index. For variables in $\mathcal{V}_a \cup \cdots \cup \mathcal{V}_{r-1}$, we increase their values by one. We argue that the resulting assignment is still a feasible solution. For an inequality $x_k \leq x_i + c$ with both variables in or not in $\mathcal{V}_a \cup \cdots \cup \mathcal{V}_{r-1}$, the equality still holds under the new assignment, since the difference of the values of $x_k$ and $x_i$ is unchanged. For an inequality $x_k \leq x_i + c$ with one variable in $\mathcal{V}_a \cup \cdots \cup \mathcal{V}_{r-1}$ and the other in $\mathcal{V}_s$, for $s > r$, there are two cases. The easy case is $x_k \in \mathcal{V}_a$ and $x_i \in \mathcal{V}_a \cup \cdots \cup \mathcal{V}_{r-1}$. Under the new assignment, the value of $x_k$ is unchanged while the value of $x_i$ is increased by one. The inequality still holds since the increased variable is on the right-hand side of $\leq$. The second case is $x_k \in \mathcal{V}_a \cup \cdots \cup \mathcal{V}_{r-1}$ and $x_i \in \mathcal{V}_s$. Since there is at least one “hole” between $\mathcal{V}_{r-1}$ and $\mathcal{V}_s$, we must have $r - 1 \leq s - 2$, thus $x_k \leq x_i - 2$ before the increase of $x_k$. Increasing the value of $x_k$ by one, we get $x_k \leq x_i - 1 \leq x_i + c$. So the inequality remains true under the new assignment.

We continue increasing values of some variables until the smallest value in the solution is larger than $j - n$. To the variables holding the values greater than or equal to $j + n$ in the solution, we can decrease their values by one at a time using the similar method until all variables have values smaller than $j + n$ in the solution.

Using the procedure described above, we can bound the variables within the range between $j - n$ and $j + n$. This does not change the integer feasibility of our linear system. For any variable, the difference of the upper bound and lower bound is smaller than $2n$. Using Hochbaum and Naor’s algorithm, we achieve the time complexity of $O(n^2 e \log e + e \sum_{k=1}^{n}(2n + 1)) = O(n^2 e \log e + en(2n + 1)) = O(n^2 e \log e)$. 
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A.5 Our algorithm and its complexity

We next outline our algorithm for the repartitioning problem. Given an initial partition \( S^{(0)}, S^{(1)}, \ldots \), for each possible anchor \( s^{(j)}_i \), for \( i = 1, 2, \ldots, n \), we construct a linear system using the method described in Section A.2 and its corresponding graph \( G_i \). Then we determine whether \( G_i \) contains any negative-weight cycle. If not, Hochbaum and Naor’s algorithm is called to find an integer solution, which is then converted to a new partition of \( Q \). Otherwise, we check the next node to see if it can be the anchor. If no node can be the anchor, the algorithm returns a negative answer.

Input: Graph \( Q \) with partition \( S^{(0)}, S^{(1)}, \ldots \)
Output: A new partition \( \tilde{S}^{(0)}, \tilde{S}^{(1)}, \ldots \), if there is one, or “No” otherwise

For \( i \) from 1 to \( n \)
  Construct the linear system, \( L_i \), using \( s^{(j)}_i \) as the anchor
  Construct the corresponding graph, \( G_i \)
  If \( G_i \) does not have any negative-weight cycle
    Use Hochbaum and Naor’s algorithm to construct an integer solution
    Output the corresponding partition
  Stop
End if
End for
Output “No”

In any case Hochbaum and Naor’s algorithm is called by our algorithm at most once, while the negative-weight cycle detection algorithm may be called \( n \) times in the worst case. Therefore, the time complexity of our repartitioning algorithm is \( O(n^2e + n^2e \log e) = O(n^2e \log e) \). Since the data structures involved are graphs with \( n \) nodes and at most \( e \) edges and a linear system with \( n \) unknowns and at most \( e \) inequalities, the space complexity of our repartitioning algorithm is \( O(n + e) \).