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Abstract—Different Information Retrieval (IR) methods have
been proposed to recover traceability links among software
artifacts. Until now there is no single method that sensibly
outperforms the others, however, it has been empirically
shown that some methods recover different, yet complementary
traceability links. In this paper, we exploit this empirical finding
and propose an integrated approach to combine orthogonal
IR techniques, which have been statistically shown to produce
dissimilar results. Our approach combines the following IR-
based methods: Vector Space Model (VSM), probabilistic
Jensen and Shannon (JS) model, and Relational Topic Modeling
(RTM), which has not been used in the context of traceability
link recovery before. The empirical case study conducted on
six software systems indicates that the integrated method
outperforms stand-alone IR methods as well as any other
combination of non-orthogonal methods with a statistically
significant margin.

I. INTRODUCTION

Traceability links between software artifacts represent an
important source of information, if available, for different
stakeholders and provides important insights during software
development [1]. Unfortunately, establishing and maintain-
ing traceability links between software artifacts is an error
prone and person-power intensive task [2]. Consequently, de-
spite the advantages that can be gained, effective traceability
is rarely established.

Extensive effort in the software engineering community
has been brought forth to improve the explicit connection of
software artifacts. Promising results have been achieved us-
ing Information Retrieval (IR) techniques [3], [4] to recover
links between different types of artifacts (see e.g., [1], [5]).
IR-based methods propose a list of candidate traceability
links on the basis of the textual similarity between the text
contained in the software artifacts. The conjecture is that
two artifacts having high textual similarity share similar
concepts, thus they are good candidates to be traced on
each other. Several IR methods have been employed for
traceability recovery, such as Vector Space Model (VSM)
[3] and Latent Semantic Indexing (LSI) [4].

The experiments conducted to evaluate the accuracy of
all these methods highlight that there is no clear technique
able to sensibly outperform the others. In a recent study [6]
it has been empirically proved that widely used IR-based
methods, such as VSM and LSI, are nearly equivalent, while
Latent Dirichlet Allocation (LDA) [7]—a topic modeling

technique recently used for traceability link recovery [8]—
is able to capture some important information missed by the
other exploited IR methods, while its accuracy is lower than
that of the other IR methods.

This recent empirical result motivates our work. In par-
ticular, orthogonality of IR-based techniques may present
the opportunity to improve accuracy through combining
different techniques. In addition, topic modeling techniques
should be further analyzed since they seem to capture
a dimension missed by canonical IR methods. Thus, in
this paper we propose (i) a novel method for traceability
link recovery that exploits Relational Topic Model (RTM)
[9] for extracting and analyzing topics and relationships
among them from software artifacts; and (ii) an approach
to efficiently combine different IR methods for traceability
recovery. The results of the case study conducted on six
software repositories indicate the benefits achieved while
combining RTM with canonical IR techniques, in particular
a technique based on VSM [3] and a technique based on
probabilistic model, namely Jensen and Shannon (JS) [10].
The combination is highly valuable only when canonical
methods are combined with the topic modeling technique
based on RTM. This is because RTM is orthogonal to VSM
and JS, while the latter two canonical methods provide
similar results, thus confirming the finding achieved in [6]. In
the context of our case study, we also analyzed the impact on
the recovery accuracy of the natural language (i.e., English
versus Italian) and the type of software artifacts (i.e., use
cases, UML diagrams, and test cases) to be traced on source
code classes. The data used in the evaluation is made freely
available online, encouraging other researchers to replicate
this work1.

Summarizing, the specific contributions of the paper are:
• the definition of a novel traceability recovery method

based on RTM;
• an hybrid approach for traceability recovery that com-

bines different IR methods. The combination of or-
thogonal techniques provides a tangible improvement
in recovery accuracy;

• an analysis on how the language and the type of the
software artifacts to be traced interact with the IR
method and influence the recovery accuracy

1http://www.cs.wm.edu/semeru/data/icsm2011-traceability-rtm



Structure of the paper. Section II presents background
information to our work. Sections III and IV present RTM
and the hybrid traceability recovery method, respectively.
Section V provides details on the design of the case study
and presents the results achieved. Section VI discusses the
results achieved, while Section VII concludes the paper.

II. BACKGROUND

This section provides background notions and state of the
art on IR-based traceability recovery.

A. IR-based Traceability Recovery

An IR-based traceability recovery tool uses an IR tech-
nique to compare a set of source artifacts (used as a query)
against another (even overlapping) set of target artifacts
and rank the similarities of all possible pairs of artifacts.
The textual similarity between two artifacts is based on the
occurrences of terms (words) within the artifacts contained
in the repository. The extraction of the terms from the artifact
contents is preceded by a text normalization for removing
most non-textual tokens (e.g., operators, special symbols,
some numbers) and splitting into separate words source code
identifiers composed of two or more words separated by
using the under score or CamelCase separators. Common
terms (e.g., articles, adverbs) that are not useful to capture
semantics of the artifacts are also discarded using a stop
word function, to prune out all the words having a length
less than a fixed threshold, and a stop word list, to cut-off
all the words contained in a given word list. In our study,
we also performed a morphological analysis, i.e., stemming
[11], of the extracted terms to remove suffixes of words to
extract their stems.

The extracted information is generally stored in a m× n
matrix (called term-by-document matrix), where m is the
number of all terms that occur in all the artifacts, and n is
the number of artifacts in the repository. A generic entry
wi,j of this matrix denotes a measure of the weight (i.e.,
relevance) of the ith term in the jth document [3]. In our
study we adopted a standard term weighting scheme known
as term frequency – inverse document frequency (td-idf)
[3]. Term frequency awards terms appearing in an artifact
with a high frequency, while inverse document frequency
penalizes terms appearing in too many artifacts, i.e., non-
discriminating terms. This means that a term is considered
relevant for representing the artifact content and is assigned a
relatively high weight if it occurs many times in the artifact,
and is contained in a small number of artifacts.

Based on the term-by-document matrix representation,
different IR methods can be used to rank conceptual sim-
ilarities between pairs of artifacts. In our study we use a
probabilistic model, i.e., the JS model, VSM, and a topic
model, i.e., RTM.

The JS similarity model is an IR technique driven by a
probabilistic approach and hypothesis testing techniques. As

well as other probabilistic models, it represents each artifact
through a probability distribution. This means that an artifact
is represented by a random variable where the probability
of its states is given by the empirical distribution of the
terms occurring in the artifact (i.e., normalized columns of
the term-by-document matrix). The empirical distribution of
a term is based on the weight assigned to the term for
the specific artifact [10]. In the JS method the similarity
between two artifacts is represented by the “distance” of
their probability distributions measured by using the Jensen-
Shannon Divergence [10]. The JS method does not take into
account relations between terms. This means that having
“automobile” in one artifact and “car” in another artifact
does not contribute to the similarity measure between these
two documents. Thus, the method suffers of the synonymy
and the polysemy problems.

In the VSM, artifacts are represented as vectors of terms
that occur within artifacts in the repository [3]. In partic-
ular, each column of the term-by-document matrix can be
considered as an artifact vector in the m-space of the terms.
Thus, the similarity between two artifacts is measured by the
cosine of the angle between the corresponding vectors (i.e.,
columns of the term-by-document matrix). Such a similarity
measure increases as more terms are shared between the two
artifacts. In particular, as well as the JS method, VSM does
not take into account relations between terms and it suffers
of the synonymy and the polysemy problems.

Other than canonical IR-based recovery methods, we also
propose the use of RTM as traceability recovery method.
Details on such a technique are provided in Section III.

B. State of the art

Antoniol et al. [1] are the first to apply IR methods to the
problem of recovering traceability links between software
artifacts. They use both the probabilistic and vector space
models to trace source code onto software documentation.
The results of the experimentation show the two methods
exhibit similar accuracy. Marcus and Maletic [5] use LSI
to recover traceability links between source code and doc-
umentation. They perform case studies similar in design to
those in [1] and compare the accuracy of LSI with respect
to the vector space and probabilistic models. The results
show that LSI performs at least as well as the probabilistic
and vector space models combined with full parsing of the
source code and morphological analysis of the documen-
tation. Abadi et al. [10] compare several IR techniques to
recover traceability links between code and documentation.
They compare dimensionality reduction methods (e.g., LSI),
probabilistic and information theoretic approaches (i.e., JS),
and the standard VSM. The results achieved show that the
techniques that provide the best results are VSM and JS. Re-
cently, Asuncion et al. [8] applied LDA for traceability link
recovery between text-based artifacts (such as requirements
and design documents). The authors monitor the operations



(e.g., opening a requirements specification or visiting a Wiki
page) performed by the software engineers during software
development identifying a list of potentially related artifacts.
Such relationships are then used to extract a set of topics
that can be subsequently used to infer other relationships
between code and documentation.

Heuristics [12], [13] and variants of basic IR methods
[13], [14], [15], [16] have been proposed to improve the
retrieval accuracy of IR-based traceability recovery tools.
Promising results have also been achieved using the rele-
vance feedback analysis [17], [18], [19] that aims at improv-
ing the accuracy of the tool by learning from user feedback
provided during the link classification. Recently, the use of
the coverage link analysis has also been proposed to increase
the amount of correct links traced by the software engineer
with respect to a traditional process [20].

A issue which hinders the performance of IR techniques
when applied to traceability recovery is the presence of
vocabulary mismatch between source and target artifacts.
Recently, a technique attempts to alleviate such an issue
has been introduced [21], [22]. The proposed approach uses
search engines to identify a set of terms related to the query
and expand the query in an attempt to improve recovery
accuracy. Empirical studies indicate that using web mining
to enhance queries improves retrieval accuracy.

III. RELATIONAL TOPIC MODEL

Relational Topic Model [9] is a hierarchical probabilistic
model of links and document attributes. RTM defines a com-
prehensive method for modeling interconnected networks of
documents. There exist other models for explaining network
link structure (see related work by Chang et al. [9]), but what
separates RTM from those prior methods of link prediction
is its ability to account for both document context and links
between documents when making predictions. Prediction
of links, which are modeled as binary random variables,
is dependent on the topic assignments of the documents
modeled. Another distinction, beneficial to our application,
is that RTM does not require any prior observed links to
make these predictions.

Generating a model consist of two steps (1) modeling the
documents in a corpus and (2) modeling the links between
pairs of documents. Established with a foundation on LDA,
step one is identical to the LDA generative process. In
the context of LDA, each document has a corresponding
multinomial distribution over T topics and each topic has a
corresponding multinomial distribution over the set of words
in the vocabulary of the corpus. LDA assumes the following
generative process for each document di in a corpus D:

1) Choose N ∼ Poisson distribution (ξ)
2) Choose θ ∼ Dirichlet distribution (α)
3) For each of the N words wn:

a) Choose a topic tn ∼ Multinomial (θ).

b) Choose a word wn from p(wn|tn, β), a multino-
mial probability conditioned on topic tn.

The second phase for the generation of the model ex-
ploited by RTM is as follows:

For each pair of documents di, dj :
a) Draw binary link indicator ydi,dj |ti, tj ∼

ψ (η · |ti, tj , ) where ti = {ti,1, ti,2, . . . , ti,n}
The link probability function ψε is defined as:

ψε(y = 1) = exp(ηT (tdi
◦ tdj

) + v).

where links between documents are modeled by logistic
regression. The ◦ notation represents the Hadamard product,
td = 1

Nd

∑
n zd,n and exp() is an exponential mean

function parameterized by coefficients η and intercept v.
Proposed applications of RTM [9] include assisting social

network users in identifying potential friends, locating rele-
vant citations for a given scientific paper, pinpointing related
web pages of a particular web page, and computing coupling
among source code classes in software [23]. Our intuition
leads us to believe this model may serve well for traceability
link recovery. In the context of traceability recovery, RTM is
used to estimate topic distribution in the term-by-document
matrix in order to define the link probability function. Such
a function plays the same role of the artifact vectors in
canonical vector-based IR methods, e.g., VSM. In particular,
it is used to topically compare pairs of artifacts in order to
obtain a list of candidate links.

One key distinction between establishing link probabilities
in RTM and the canonical LDA is the underlying data used.
Here, RTM uses topic assignments to make link predictions
whereas to compute document similarities we use topic
proportions for each document. This difference is discussed
in more detail in the original work by Chang et al. [9].

IV. THE HYBRID APPROACH

Besides proposing to use RTM as a traceability recovery
method, we also propose a new approach to improve the
accuracy of recovery methods by combining orthogonal IR
methods, i.e. methods that provide different sets of recovered
links. Our conjecture is supported by a preliminary study [6]
that provides some evidence of (i) the equivalence (in terms
of links recovered) of canonical IR methods, such as VSM,
LSI, and JS and (ii) the presence of orthogonality between
canonical IR methods and topic modeling techniques, in
particular LDA. The proposed combined method is based
on affine transformation [24], a technique used to combine
experts’ judgments previously used to combine orthogonal
feature location techniques [25].

The basic idea behind our approach is that two IR methods
can be viewed as two experts who provide their expertise
to solve the problem of identifying links between a set of
source artifacts and a set of target artifacts. The two experts,
e.g., a canonical IR method and a topic modeling technique,



Table I
CHARACTERISTICS OF THE SOFTWARE SYSTEMS USED IN THE EXPERIMENTATION.

System Description Source Artifact (#) Target Artifact (#) Correct links
eAnci A system providing support to manage Italian municipalities Use cases (139) Classes (55) 567

EasyClinic∗ A system used to manage a doctor’s office
Use cases (30) Classes (37) 93

UML Diagrams (20) Classes (37) 69
Test Cases (63) Classes (37) 204

eTour* An electronic touristic guide developed by students. Use cases (58) Classes (174) 366
SMOS A system used to monitor high school students (e.g., absence, grades) Use cases (67) Classes (100) 1,044

* A complete version of the software system is available in both English (ENG) and Italian (ITA). Evaluation is performed on each version separately.

express their judgments based on different observations.
Both experts express judgments based on the textual sim-
ilarity between two artifacts. However, canonical methods
analyze the terms shared by two artifacts, while topic mod-
eling techniques utilize probabilistic topic distributions and
word distributions across all the artifacts. This allows two
techniques to capture different information, as highlighted
in [6] and confirmed in our study (see Section V). Thus, the
proposed approach combines valuable (orthogonal) expertise
of both experts to obtain a more accurate list of candidate
links and minimize the effort of software developers.

Formally, the combination is obtained in two steps. In the
first step, the judgments (i.e., similarities) of the two experts
are mapped to a standard normal distribution as follows:

simmi
(x, y) =

mi(x, y)−mean(mi(X,Y ))
stdev(mi(X,Y ))

where X,Y are sets of software artifacts, x ∈ X, y ∈ Y
and simmi(x, y) is the normalized similarity of mi(x, y)
where mi is an IR method. The functions mean() and
stdev() return the mean and standard deviation respectively,
for the similarity values of all pairs of artifacts (xa, yb)
using mi. Note that the normalization phase is required
because different experts may express judgments that are
not commensurable.

In the second step, the normalized judgments are com-
bined through a weighted sum:

simcombined(x, y) = λ×simmi
(x, y)+(1−λ)×simmj

(x, y)

where λ ∈ [0, 1] expresses the confidence in each technique.
The higher the value the higher the confidence in the
technique. In Section V-D we experimentally identify two
heuristics to define the value of λ.

V. CASE STUDY

In this section we describe in detail the design and
the results of the case study carried out to evaluate the
proposed approach. The description of the study follows the
Goal−Question−Metric [26] guidelines.

A. Definition and Context

The goal of the experiment was to analyze (i) the support
given by RTM during traceability link recovery; (ii) whether
RTM is orthogonal to VSM and JS canonical IR methods;
and (iii) whether the accuracy of IR-based traceability re-
covery methods improves when combining RTM with other

canonical methods. The quality focus was on ensuring better
recovery accuracy, while the perspective was both (i) of a
researcher, who wants to evaluate the accuracy improvement
achieved using a hybrid recovery method; and (ii) of a
project manager, who wants to evaluate the possibility of
adopting the hybrid technique within her software company.

The context of our study is represented by six software
repositories, namely eAnci, EasyClinic (English and Italian
versions), eTour (English and Italian versions), and SMOS.
All the systems have been developed by final year students
at the University of Salerno (Italy). Use cases and code
classes are available for eAnci, eTour, and SMOS, while
for EasyClinic those two types of artifacts as well as UML
interaction diagrams and test cases are available. Note that
EasyClinic and eTour were recently used as data set for the
traceability challenge organized at TEFSE 20092 and 20113.

Table I shows the characteristics of the considered soft-
ware systems in terms of type and number of source and
target artifacts. The language of the artifacts for all the
systems is Italian, while for the EasyClinic and eTour
repositories both Italian and English versions are available.
On each system links between source and target artifacts are
recovered to analyze the accuracy of the experimented IR
methods. The table also reports the number of correct links
between source and target artifacts. The traceability links
were derived from the traceability matrix provided by the
original developers. Such a matrix was used as the oracle for
evaluating the accuracy of the studied traceability recovery
methods.

B. Research Questions

In the context of our study the followings research ques-
tions (RQ) were formulated:
• RQ1: Does RTM-based traceability recovery outper-

form other canonical IR-based approaches?
• RQ2: Is RTM orthogonal as compared to canonical IR

techniques?
• RQ3: Does the combination of RTM and canonical IR

methods outperform stand-alone methods?
To respond to our research questions, we recovered traceabil-
ity links between source code and documentation of EAnci,
EasyClinic, eTour, and SMOS (see Table I for details).

2http://web.soccerlab.polymtl.ca/tefse09
3http://www.cs.wm.edu/semeru/tefse2011



To have a good benchmark for the proposed traceability
recovery methods and cover a large number of IR methods,
we selected and considered as canonical method the JS
method and VSM based on the results of our previous study
[6]. The selected techniques are widely used for traceability
recovery and are accepted as state of the art for IR-based
traceability recovery [27]. In the context of our study, IR
methods were provided identical term-by-document matrices
as an input in order to eliminate all pre-processing related
biases.

We were also interested in analyzing how the proposed
approach interacts with the types and the language of the
artifacts to be traced. Thus, two more research questions
were formulated:
• RQ4: Does the type of the artifacts to be traced interact

with the IR method and affect the recovery accuracy?
• RQ5: Does the language of the artifacts to be traced

interact with the IR method and affect the recovery
accuracy?

To analyze the effect of the type of the artifacts to be
traced, only EasyClinic (English and Italian) repositories
were considered because it is the only repository in our
dataset with different types of artifacts. Regarding the in-
fluence of the language, we used both the EasyClinic and
eTour repositories as for these repositories we had versions
of the artifacts written in both Italian and English.

C. Metrics

To evaluate the accuracy of each IR method the number
of correct links and false positives were collected for each
recovery activity performed. Indeed, the number of correct
links and false positives were automatically identified by a
tool. The tool takes as an input the ranked list of candidate
links and classifies each link as correct link or false positive
until all correct links are recovered. Such a classification is
automatically performed by the tool exploiting the original
traceability matrix as an oracle.

Method comparison. A preliminary comparison of differ-
ent IR methods—i.e., research questions RQ1 and RQ3—is
obtained using two well-known IR metrics, namely recall
and precision [3]:

recall =
|cor ∩ ret|
|cor|

% precision =
|cor ∩ ret|
|ret|

%

where cor and ret represent the sets of correct links and
links retrieved by the tool, respectively. Other than recall and
precision, we also use average precision [3], which returns a
single value for each ranked lists of candidate links provided.

A further comparison of the IR-based recovery methods
exploits statistical analysis. In particular, we used a statistical
significance test to verify that the number of false positives
retrieved by one method is significantly lower than the
number of false positives retrieved by another method. In
other words, we compared the false positives retrieved by

method mi with the false positives retrieved by method mj

to test the following null hypothesis:

H0: there is no difference between the number of
false positives retrieved by mi and mj

Thus, the dependent variable of our study is represented by
the number of false positives retrieved by the traceability
recovery method for each correct link identified. Since the
number of correct links is the same for each traceability
recovery activity (i.e., the data was paired), we decided to
use the Wilcoxon Rank Sum test [28] to test the statistical
significance difference between the false positives retrieved
by two traceability recovery methods. The results were
intended as statistically significant at α = 0.05.

Other than testing the null hypothesis, it is of practical
interest to estimate the magnitude of the difference between
accuracy achieved with different IR methods (e.g., combined
vs. stand-alone). To this aim, we used the Cohen d effect
size [29], which indicates the magnitude of the effect of
the main treatment on the dependent variables [29]). For
dependent samples (to be used in the context of paired
analysis) it is defined as the difference between the means,
divided by the standard deviation of the (paired) differences
between samples, i.e., false positive distributions. The effect
size is considered small for 0.2 ≤ d < 0.5, medium for
0.5 ≤ d < 0.8 and large for d ≥ 0.8 [30]. We chose the
Cohen d effect size as it is appropriate for our variables (in
ratio scale) and given the different levels (small, medium,
large) defined for it, it is quite easy to be interpreted.

Orthogonality Checking. To analyze the orthogonality of
different IR methods (RQ2), we uses Principal Component
Analysis (PCA), a statistical technique capable of identi-
fying various orthogonal dimensions captured by the data
(principal components) and which measure contributes to
the identified dimensions. The analysis identifies variables
(in our case IR-based techniques) which are correlated to
principal components and which techniques are the primary
contributors to those components. This information provides
insights on the orthogonality between similarity metrics.

Moreover, to have a further analysis of orthogonality
between traceability recovery methods we used the following
overlap metrics [6]:

correctmi∩mj
=
|correctmi ∩ correctmj |
|correctmi ∪ correctmj |

%

correctmi\mj
=
|correctmi \ correctmj |
|correctmi

∪ correctmj
|
%

where correctmi
represents the set of correct links identified

by the IR method mi. It is worth noting that correctmi∩mj

captures the overlap between the set of correct links retrieved
by two IR methods, while correctmi\mj

measures the
correct links retrieved by mi and missed by mj . The latter
metric gives an indication on how an IR method contributes
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Figure 1. RTM vs VSM and JS: use cases onto code classes of eTourENG.

to complementing the set of correct links identified by the
other method.

Interaction of Artifact Types and Language. The in-
teraction of the type and the language of the artifacts to be
traced with the IR method (RQ4 and RQ5) was analyzed by
using the Two-Way Analysis of Variance (ANOVA) [31] and
interaction plots. The latter are simple line graphs where the
means on the dependent variable (number of false positives)
for each level of one factor are plotted over all the levels of
the second factor. When there is no interaction the resulting
profiles are parallel, otherwise they are non-parallel [31].

D. Analysis of the Results

RQ1: Accuracy of RTM. We first investigate whether
RTM provides accuracy superior to that of other IR-based
traceability recovery techniques. Fig. 1 provides the preci-
sion/recall curves achieved when tracing use cases onto code
classes of eTourENG. For complete analysis see our online
appendix [32] which, for each system, presents average pre-
cision for all IR-based techniques. From the results we are
unable to identify an approach, which consistently exceeds
the performance of all the others. As the figure shows, we
have cases where RTM outperforms most other techniques
for certain levels of recall, but there are also cases (e.g.,
on EasyClinicITA) where the performances of RTM are not
consistently better than that acquired by other techniques.

The statistically analysis (see [32] for details) indicates
that the RTM-based technique is capable of providing
statistically significant improvement over other canonical
techniques only when tracing use cases onto code classes
and interaction diagrams onto code classes of eTourENG
(p-values are lower than 0.01 with a high effect size). In all
the other cases, the Wilcoxon tests indicate that RTM does
not provide any statistically significant improvement over
other stand-alone methods.

RQ2: Orthogonality checking. Regarding the orthogo-
nality of the experimented techniques, Table II reports the

results of PCA, which indicate the prevailing characteristics
of the analysis (see [32] for all the results). Results of the
six systems evaluated are in agreement with regards to both
the number of principal components, which capture most of
the variance, and the main contributors of those principal
components. From the results, we can conclude that RTM is
orthogonal to other canonical IR methods, that on the other
hand are not orthogonal between them.

We also evaluated the degree of overlap amongst correct
links for candidate sets provided by pairs of the techniques
(one of the two techniques is the RTM-based traceability
recovery technique). Given the top µ candidate links we
describe two aspects of the data. Provided the set of correct
links obtained from both candidate sets we determine the
percentage of correct links (1) identified by both tech-
niques (correctRTM∩JS) and (2) distinctly revealed by
RTM (correctRTM\JS). Once again, Table III shows a
subset of the results achieved (among the average results),
while the complete analysis is reported in [32]. As we
can see, the overlap between RTM and other techniques is
relatively low, while the percentage of links identified by
RTM and not identified by other canonical methods is high.
In the case of recovering traceability links between use cases
and code classes for EasyClinicENG the results show that
RTM provides a significant number of unique correct links.
When ranked lists of 100 links are returned for the two
techniques JS and RTM, JS is capable of identifying 33
correct links while RTM identifies 45 correct links. Among
the correct links identified, 37% of them are common to both
techniques while 42% are unique to RTM. Similar results are
obtained for various systems, tracing links between different
artifacts and for artifacts in various natural languages. These
results confirm the findings of the PCA, indicating that RTM
is a technique orthogonal to the other IR canonical methods.

RQ3: Evaluation of the hybrid approach. Our goal is
to improve traceability recovery accuracy by exploiting the
orthogonality of IR methods. The proposed hybrid approach
uses a parameter (λ) to assign a weight to the IR method
to be combined (see Section IV). We analyze the effect
of such a parameter on the accuracy (in terms of average
precision) of the proposed approach using various values
to lambda (0.05 through 0.95 with a step of 0.05) to
combine techniques. Figure 2 shows the results achieved
on ETourENG (the complete analysis is reported in [32]).
As expected the value of λ affects the accuracy of the
proposed approach. Defining a “good” value for λ a priori
is challenging. However, from the analysis of the results
we identify two possible heuristics: (i) assign the same
weight λ = 0.5 to the IR methods to be combined; (ii)
use the proportion of variance obtained by PCA to weight
the different IR methods. The former is a constant heuristic
that generally provides good results, while the latter is an
heuristic that is context-dependent and provides a more
accurate estimation of λ. Such an heuristic is based on



Table II
PRINCIPAL COMPONENT ANALYSIS. RESULTS ARE FOR TRACING USE CASES ONTO CODE CLASSES.

PC1 PC2 PC3

% variance 79.74% 20.15% 0.11%
Cumulative % 79.74% 99.89% 100%
JS 0.98 -0.19 0.03
VSM 0.97 -0.19 -0.03
RTM 0.68 0.73 0.00

(a) EasyClinic-ENG

PC1 PC2 PC3

% variance 75.78% 24.11% 0.11%
Cumulative % 75.78% 99.89% 100%
JS 0.99 -0.09 0.04
VSM 0.99 -0.10 -0.03
RTM 0.54 0.83 0.00

(b) EasyClinic-ITA

PC1 PC2 PC3

% variance 68.51% 31.18% 0.31%
Cumulative % 68.51% 99.69% 100%
JS 0.99 0.11 0.07
VSM 0.99 0.08 -0.06
RTM 0.29 0.95 0.00

(c) eTour-ENG

PC1 PC2 PC3

% variance 67.12% 32.63% 0.25%
Cumulative % 67.12% 99.75% 100%
JS 0.97 0.21 0.06
VSM 0.98 0.18 -0.05
RTM 0.31 0.94 0.00

(d) eTour-ITA

PC1 PC2 PC3

% variance 63.79% 35.55% 0.66%
Cumulative % 63.79% 99.34% 100%
JS 0.96 0.24 0.10
VSM 0.97 0.18 -0.09
RTM 0.17 0.98 0.00

(e) SMOS

PC1 PC2 PC3

% variance 70.03% 29.65% 0.32%
Cumulative % 70.03% 99.68% 100%
JS 0.98 -0.19 -0.06
VSM 0.98 -0.18 0.06
RTM 0.42 0.90 0.00

(f) EAnci

Table III
OVERLAP ANALYSIS. RESULTS ARE FOR TRACING USE CASES ONTO CODE CLASSES.

EasyClinicITA EasyClinicENG eTourENG eTourITA EAnci SMOS
Cut points µ Cut points µ Cut points µ Cut points µ Cut points µ Cut points µ

25 50 100 25 50 100 25 50 100 25 50 100 25 50 100 25 50 100
correctJS∩V SM 100 92 95 83 85 88 91 94 85 89 91 91 72 80 82 100 79 76
correctJS\V SM 0 3 4 16 15 8 4 5 7 10 5 7 11 7 10 0 8 6
correctV SM\JS 0 3 0 0 0 2 4 0 7 0 2 1 16 11 8 0 12 17
correctJS∩RTM 19 40 52 19 19 36 23 28 35 25 36 36 20 23 29 16 18 23
correctJS\RTM 42 22 21 38 36 21 41 35 22 34 29 25 41 26 24 26 24 23
correctRTM\JS 38 37 26 42 44 42 35 36 41 40 34 38 37 50 45 56 57 52
correctV SM∩RTM 19 40 51 15 17 33 23 29 32 26 34 35 15 26 31 16 17 26
correctV SM\RTM 42 22 20 35 32 21 41 32 24 30 29 23 46 26 22 26 25 25
correctRTM\V SM 38 37 28 50 50 45 35 38 42 43 36 40 38 47 45 56 56 47

Table IV
COMPARING RTM-BASED COMBINATIONS WITH STAND-ALONE METHODS: WILCOXON TEST RESULTS (P-VALUES).

EasyClinicENG EasyClinicITA eTourENG eTourITA SMOS EAnci
RTM+JS vs JS < 0.001 < 0.001 < 0.001 < 0.001 1 < 0.001
RTM+VSM vs VSM < 0.001 < 0.001 < 0.001 < 0.001 1 < 0.001
RTM+JS vs RTM < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.47
RTM+VSM vs RTM < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.04

the observation that PCA identifies the different dimensions
that describe a phenomenon, e.g., the similarity between
pairs of artifacts, and gives an indication of the importance
of each dimension (captured by one or more IR methods)
in the description of this phenomenon, i.e., the proportion
of variance. We conjecture that the higher the amount
of variance captured by a particular dimension the higher
should be the weight for the IR technique that best correlates
to that dimension. The accuracy obtained weighting the IR
methods exploiting the proportion of variance obtained by
PCA is highlighted in Figure 2 with an asterisk. Note that
the PCA-based weighting technique provides better results
than approximately 75% of combinations considered (see
[32] for the complete analysis). Such a result suggests that
the PCA-based technique provides an acceptable means of
combining IR methods for recovering traceability links.

Figure 2 also highlights the benefits provided by com-
bining orthogonal IR methods. In particular, the accuracy
of RTM+JS (or VSM) sensibly overcomes the accuracy of
JS+VSM. To have further evidence of the benefits pro-
vided by the combination of different IR methods (using
for lambda the best and the PCA-based values), Figure
3 shows the average precision achieved with stand-alone

methods and different combinations of IR methods. As we
can see the combination of RTM with other IR techniques
results in significant improvement in average precision. In
addition, the results achieved applying our proposed PCA-
based weighting technique to combine orthogonal IR meth-
ods yields results, which consistently exceed the results of
standalone techniques. Such a result confirms the usefulness
of the proposed heuristic.

All these findings were also confirmed by the results of
the Wilcoxon tests (see Table IV). In all the repositories,
but SMOS and in one case for EAnci, the RTM combined
method is able to statistically outperform the stand-alone
methods. However, even if in the other cases the results
did not reveal a statistically significant difference between
techniques, the average precision of the combination is
higher than any other standalone method.

RQ4,5: Interaction of Artifact Type and Language.
The ANOVA analysis confirmed the influence of the IR
method, and highlighted the influence of both types and
language of the artifacts to be traced. ANOVA also revealed
a statistically significant interaction between IR method
and artifact language (on the ETour repositories), as well
as between IR method and artifact type. The interactions
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Figure 2. Average precision in eTourENG using various values of lambda.
Lambda represents the weight of the first method in the combination, while
the asterisk indicates the accuracy of the PCA-based weighting technique.
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Figure 3. Results of average precision for retrieving all correct links
for each EasyClinicENG (left), EasyClinicITA (middle), and eTourENG

(right). Results are presented the best performing combination and combi-
nations obtained using the PCA-based weighting technique.

investigated are statistically significant based on our dataset
with p < 0.001. To better understand the interaction between
factors, Figure 4 shows (a) the interaction plot between IR
method and artifact language and (b) between IR method
and artifact type. Regarding the influence of the artifact
language, we observe that on EasyClinic better recovery
accuracy is achieved on the Italian version, while on ETour
better accuracy is generally achieved on the English version.
The reason is that in the Italian version of the ETour repos-
itory identifiers in the source code are written in English.
This negatively impacts the accuracy of the IR methods.
As for the influence of the artifact type, we observe that the
combination is highly valuable when tracing UML diagrams
onto source code, while in the other cases the improvement
is not so evident.

VI. DISCUSSION AND THREATS TO VALIDITY

This section discusses the achieved results focusing the
attention on the threats that could affect their validity [26].

A. Evaluation Method

Recall, precision, and average precision are widely used
metrics for assessing an IR technique and the number
of false positives retrieved by a traceability recovery tool
for each correct link retrieved reflects well its retrieval
accuracy. The overlap metrics give a good indication on
the overlap of the correct links recovered by the different
IR methods. Moreover, the similarity measures provided by
each IR method are also statistically analyzed using PCA to
verify the presence of IR methods that provide orthogonal
similarity measures.

We also performed statistical analysis of the achieved
results. Attention was paid not to violate assumptions made
by statistical tests. Whenever conditions necessary to use
parametric statistics did not hold (e.g., analysis of each
experiment data), we used non-parametric tests, in particular
Wilcoxon test for paired analysis. We also used a parametric
test, i.e., ANOVA, to analyze the effect of different factors
even if the distribution was not normal. According to [33]
this can be done since the ANOVA test is a very robust
test. In addition, even if the distribution is not normally
distributed we can relax the normality assumption applying
the law of large numbers. In particular, according to [34]
having a population higher than 100 it is possible to safety
relax the normality assumption.

B. Object Systems and Oracle Accuracy

An important threat is related to the repositories used
in the case study. EAnci, EasyClinic, eTour, and SMOS
are not industrial projects, since they were developed by
students. However, they are comparable to (or greater than)
repositories used by other researchers [7], [1], [19], [35],
[36] and both EasyClinic and ETour have been used as
benchmark repositories in the last two editions of the trace-
ability recovery challenge organized at TEFSE. In addition,
to the best of our knowledge in this paper we reported the
largest empirical study to evaluate and compare different IR
methods for traceability recovery.

The investigated traceability recovery methods are based
on IR techniques. Thus, the language of the artifacts may
play an important role and affect the achieved results. To
mitigate such a threat we performed the experimentation on
two versions of the same artifact repository, one written
in Italian and the other one in English. Analyzing the
performance achieved on the same repository written in two
different natural languages we had possibility to focus our
investigation on the only difference between two versions
of the repository, i.e., artifact language. The same consider-
ations hold for the types of the artifacts to be traced.

Finally, the accuracy of the oracle we used to evaluate
the tracing accuracy could also affect the achieved results.
To mitigate such a threat we used original traceability
matrices provided by the software developers. The links
were also validated during review meetings made by the
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Figure 4. Interaction between Method and Artifact Types and between Method and Language.

original development team together with PhD students and
academic researchers.

C. RTM Configuration and Number of Topics

RTM is a probabilistic topic model method which
uses sampling techniques to infer underlying topics and
topic/word distributions. When generating topic models,
using an R project implementation4, we performed a large
number of sampling iterations to stabilize the set of topics
extracted from a software system. In addition, the choice
of the number of topics is critical and the proper way to
make such a choice is still an open issue. For this reason
we experimented different number of topics and for each
repository we used the value that provides the best accuracy.
Future work will be devoted to try to identify an heuristic
to estimate the number of topics.

D. Heuristics to Weight the IR methods to be Combined

The proposed hybrid approach uses a parameter (λ) to
assign a weight to the IR method to be combined. Defining
a “good” value for λ a priori is challenging. For this
reason, we experimentally identified two possible heuristics
to weight the IR methods to be combined: (i) assign the
same weight λ = 0.5 to the IR methods to be combined; (ii)
use the proportion of variance obtained by PCA to weight
the different IR methods. Both the heuristics are able to
approximate the optimal λ. This means that the software
engineer can initially use the value provided by the heuristic
and then work around it by slightly increasing or decreasing
it, within an incremental classification process.

E. Orthogonality is a Key Point for Improving Accuracy

In our study we compare the accuracy of different IR
methods, namely RTM, JS, and VSM. No IR method consis-
tently provides superior recovery accuracy when compared
to all other IR-based techniques considered. In particular,
there are several cases where applying different IR-based
traceability recovery techniques result in comparable accu-
racy and there are also cases where a particular technique
yields better accuracy than any other technique considered.

4http://cran.r-project.org/web/packages/lda/

The results achieved also highlight that JS and VSM are
almost equivalent, while RTM captures a unique dimension
in the data, i.e., it identifies correct links overlooked by
JS and VSM. Across all systems evaluated, PCA reveals
that there exists a principal component (typically accounting
for 20%-35% of variance in data) with RTM as its main
contributor. That is, RTM tends to contribute 73%-98% of
the variance captured by that particular principal component.
Through our analysis of overlap of links between pairs of
IR methods we confirm that RTM is able to provide correct
links omitted by other techniques for particular cut points.

Orthogonality of IR-based techniques is a key point for
improving accuracy through combining different techniques.
In our study we show that the combination of RTM with
orthogonal IR techniques results in accuracy which surpasses
that of either stand-alone technique. That is, in our results
the improvements in precision exceed 30% in certain cases.
Although improvements of that magnitude do not occur
across all the systems evaluated, we do obtain acceptable
increases in virtually all the scenarios.

VII. CONCLUSION

In this paper we presented a novel traceability recovery
method based on RTM and an hybrid approach for trace-
ability recovery that combines different IR methods. We
also analyzed (i) the orthogonality of RTM as compared
to other IR methods and (ii) the recovery accuracy im-
provement provided by the combination of RTM with other
canonical IR methods. The empirical case study conducted
on six software systems indicated that the hybrid method
outperforms stand-alone IR methods as well as any other
combination of non-orthogonal methods with a statistically
significant margin.

Future work will be devoted to replicating our study
to corroborate these findings. Moreover, there are a num-
ber of directions on how to improve the accuracy of the
proposed traceability recovery methods. A first direction
aims at defining a more sophisticated method for combining
RTM with other IR methods, including utilizing structural
information [37]. A second direction aims at integrating
a specialized learning algorithm exploiting the relevance
feedback analysis into the approach.
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