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Abstract 

This paper presents an approach based on 
Information Retrieval (IR) techniques for extracting 
and representing the unstructured information in large 
software systems such that it can be automatically 
combined with analysis of program dependencies and 
execution traces to define new techniques for feature 
location, impact analysis, and software measurement 
tasks.  We expect that these new techniques will 
contribute directly to the improvement of design of 
incremental changes and thus increased software 
quality and reduction of software maintenance costs. 
The presented results are based on the author’s 
doctoral dissertation [23]. 

1. Introduction 

Software is comprised of a multitude of artifacts; 
some of them are intended to be read by the compiler, 
while many others are intended to be read by 
developers.  During software evolution, developers 
have to maintain large software systems often written 
by others.  The developer-centric information is often 
expressed in natural language and it is embedded in 
documentation and source code.  External 
documentation written in natural language (e.g., 
requirements, design documents, user manuals, etc.), 
the comments, and the identifiers encode the domain of 
the software and capture design decisions, change 
requests, developer information, etc.  This unstructured 
information is usually larger in size than the source 
code.  Efficient mechanisms for storing and sharing this 
information are needed, especially when development 
teams are distributed geographically and change 
frequently over time.  Given the large amount of textual 
data present in existing software systems, tools are 
necessary for its storage, retrieval, and analysis before 
it is delivered to the users. 

The dissertation proposes and validates the use of 
Information Retrieval techniques to extract, represent, 
and analyze textual information in large scale software 
systems such that it can be automatically combined 

with structural information to better support a variety of 
software maintenance tasks and activities.  Specifically, 
the research focuses on combining textual information 
extracted with IR methods with program dependencies, 
execution traces, and other analyses to define new 
techniques for feature location, impact analysis, and 
new measures for class cohesion and coupling. 

The main contributions of this dissertation are [23]: 
 Definition and validation of an approach to 

concept location in source code, which combines 
Formal Concept Analysis (FCA) and Latent 
Semantic Indexing (LSI) [30]; 

 Definition and validation of a feature location 
approach which relies on the combination of 
probabilistic ranking of methods based on 
execution scenarios and IR [25, 26];   

 Definition and validation of a semi-automated 
technique for feature location in source code 
based on the combination of a single execution 
trace and comments and identifiers from source 
code [14]; 

 Definition and validation of new measures for 
cohesion [18] and coupling [27] of classes in 
Object-Oriented systems based on the analysis of 
textual information in software.  The cohesion 
metrics are applied for identifying fault-prone 
classes in large open-source systems [19], 
whereas the coupling metrics are used to support 
impact analysis tasks [29]. 

We expect that these new techniques and software 
measures will contribute directly to the improvement of 
the design of incremental changes of software and thus 
will lead to increased software quality and reduced 
software maintenance costs. 

2. Motivation and Background 

Identifiers chosen by programmers as names for 
classes, methods, or attributes contain valuable 
information and account for more than a half of the 
source code content in existing software systems [8].  
These names often serve as a starting point in many 



 

  

program comprehension tasks [5], thus it is important 
that these names clearly reflect the concepts that they 
are supposed to represent as self-documenting 
identifiers reduce the time and effort necessary to 
obtain necessary comprehension level for the software 
maintenance task at hand [3].  The problem of 
extracting and analyzing the textual information in 
software artifacts was recognized by researchers about 
two decades ago.  IR methods were proposed and used 
successfully to accomplish these tasks.  Early models 
were used to construct software libraries and support 
reuse tasks, while more recent work focused on specific 
software maintenance and development tasks such as 
feature location and traceability link recovery. 

Several approaches have been developed to recover 
traceability links between source code and external 
documentation using probabilistic IR, vector space 
models [1, 9] and LSI [7, 9, 17].  Other work proposed 
a set of approaches to recover traceability links among 
requirements [9], requirements and source code [1, 9, 
17], and requirements and test cases [15].  A set of 
tools that integrates facilities to manage traceability 
links among different types of software artifacts was 
developed and evaluated recently [7]. 

IR methods have been also successfully used for 
concept and feature location [14, 20, 26, 30] in source 
code.  Other approaches use IR methods to classify 
software systems based on source code in open-source 
repositories [11] as well as to cluster source code to 
obtain high-level views of software systems [12, 16].  
IR techniques were also used to identify the starting 
impact set of a maintenance request [2, 6] and to link 
change request descriptions to sets of historical file 
revisions impacted by similar past change requests [4].   

IR approaches have also been used in the context of 
software measurement to assess the quality of 
identifiers and comments [13], conceptual cohesion 
[18, 19] and coupling [27, 29] of classes, as well as 
assessing and maintaining the quality of external 
software documentation [28].  In addition, IR 
techniques have been applied to several other tasks in 
the past few years, such as bug fix assignment based on 
problem description reports, identification of duplicate 
bug reports [33], estimating the time to fix a particular 
bug based on similar bug reports, classification of 
software maintenance requests, providing 
recommendations for novice programmers, identifying 
developer contributions, mining concept keywords, 
identification of changes from software repositories, 
and finding similar software applications.  Due do 
space limitations, we omitted some of the citations in 
this section, whereas the complete related work can be 
found in [23]. 

These IR based approaches to software engineering 
problems differ not only in their scope, but also in their 

underlying indexing mechanism, corpus construction, 
and data analysis method.  A general model for using 
IR methods can be described with the following steps: 
 Preparing the corpus. A corpus is created using 

the source code and other linguistic software 
artifacts, such as the external documentation.  
Various pre-processing methods are employed in 
the corpus construction, some based on natural 
language processing techniques, such as word 
stemming or external ontologies.  Each document 
in the corpus corresponds to a specific software 
element, such as a file, a class, or a method. 

 Indexing the corpus. An IR method is used to 
index the corpus, such as vector space models, 
Latent Semantic Indexing, naïve Bayes classifiers, 
or other probabilistic models, etc.  A semantic 
space of the software system is created. 

 Computing similarities. A similarity measure 
between the documents in the corpus is defined and 
similarities are computed among the corresponding 
software elements.  These measures are commonly 
referred to as semantic similarities. 

 Solving software maintenance tasks. The 
semantic similarities are used to solve the 
maintenance or development task at hand.  Some 
approaches combine these measures with 
additional data extracted with structural software 
analysis tools, such as program dependencies, 
software change data, execution traces, etc. 

All this body of work (most of it done in the past 
five-seven years) shows the usefulness of the IR based 
approaches to support software engineering tasks, but 
also highlights limitations and helps define research 
directions in the field.  We outline the contributions of 
this dissertation to the field in the next section. 

3. Research Contributions 

We propose the use of IR techniques to extract and 
represent the semantic information in large scale 
software systems such that it can be automatically 
combined with structural information to better support 
concept and feature location in source code, impact 
analysis, and software measurement tasks.  
Specifically, the research in this dissertation focuses on 
combining IR-based analysis data with the analysis of 
program dependencies, execution traces to define new 
techniques for feature location, impact analysis, and 
software measurement. 

3.1. Concept Location with Concept Lattices  

We have developed an approach to concept location 
in source code which combines Formal Concept 
Analysis and Latent Semantic Indexing [30].  In this 
approach, LSI is used to map the concepts expressed in 



 

  

queries written by programmers to relevant parts of the 
source code, presented as a ranked list of search results.  
Given the ranked list of source code elements, the 
approach selects the most relevant attributes from these 
documents and organizes the results in a concept lattice 
generated via FCA. The approach is evaluated in a case 
study on concept location in the source code of Eclipse, 
an industrial-size integrated development environment.  
The results of the case study indicate that the proposed 
approach is effective in organizing different concepts 
and their relationships present in the subset of the 
search results.  The proposed concept location method 
outperforms the simple ranking of the search results, 
reducing programmers’ effort. 

3.2. PROMESIR 

We have developed an approach for feature location 
using probabilistic ranking of methods based on 
execution scenarios and IR, namely Probabilistic 
Ranking Of Methods based on Execution Scenarios 
and Information Retrieval (PROMESIR) [25, 26].  In 
this work, we recast the problem of feature location in 
source code as decision-making problem in the 
presence of uncertainty.  The solution to the problem is 
formulated as a combination of the opinions of different 
experts.  The experts in this work are two existing 
techniques for feature location: a scenario-based 
probabilistic ranking of events and an IR-based 
technique that uses LSI.  We have empirically 
evaluated this combination of the experts through 
several case studies which use the source code of the 
Mozilla Web browser and the Eclipse integrated 
development environment.  The results show that the 
combination of experts significantly improves the 
effectiveness of feature location when compared to 
each of the experts used independently. 

3.3. SITIR 

We have implemented a semi-automated technique 
for feature location in source code named SITIR which 
is based on combining information from two different 
sources: an execution trace and the comments and 
identifiers from source code [14].  Using this technique, 
users execute a single scenario (or a part of it) which 
exercises the desired feature and all executed methods 
are identified based on the collected trace.  The source 
code is indexed using LSI, which allows users to write 
queries relevant to the desired feature and rank all the 
executed methods based on their textual similarity to 
the query.  Two case studies on open source software, 
JEdit and Eclipse, indicate that the new technique has 
accuracy comparable with previously published 
approaches such as PROMESIR and it is easier to use 
as it considerably simplifies collecting execution traces. 

3.4. The conceptual cohesion of classes 

We proposed a new measure for cohesion of classes 
in an OO software system based on the analysis of 
unstructured information embedded in source code, 
such as comments and identifiers [18].  The measure, 
named the Conceptual Cohesion of Classes (C3), is 
inspired by the mechanisms used to measure textual 
coherence in cognitive psychology and computational 
linguistics.  We have devised the principles and the 
technology that stand behind the C3 measure.  A large 
case study on three open source software systems is 
presented, which compares the new measure with an 
extensive set of existing metrics.  The case study shows 
that the proposed measure captures different aspects of 
class cohesion from any of the existing cohesions 
measures.  In addition, combining C3 with existing 
structural cohesion metrics proves to be a better 
predictor for fault proneness of classes when compared 
to different combinations of structural cohesion metrics 
[19]. 

3.5. The conceptual coupling of classes 

We have presented a new set of coupling measures 
for OO systems – named conceptual coupling, based on 
the semantic information encoded in identifiers and 
comments obtained from source code, [27].  
Conceptual coupling is based on measuring the degree 
to which the identifiers and comments from different 
classes relate to each other.  This type of relationship is 
measured through the use of Information Retrieval 
techniques.  The proposed measures are different from 
existing coupling measures, and they capture new 
dimensions of coupling which are not captured by the 
existing coupling measures.  The case study also 
investigates the use of the conceptual coupling 
measures during change impact analysis.  We report the 
findings of a case study on Mozilla, where the 
conceptual coupling metrics were compared to nine 
existing structural coupling metrics and proved to be 
better predictors of classes impacted by changes [29]. 

4. Publications and Current Work 

Several refereed publications resulted from this 
research [14, 18, 19, 26, 27, 29-31] in addition to the 
dissertation [23].   

The current work continues today on improving 
existing techniques for feature location, impact 
analysis, traceability link recovery, software reuse, 
mining developer expertise, and already resulted in 
several refereed conference publications [10, 21, 22, 24, 
32].   
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