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Abstract— Smart wireless sensor devices are becoming increas-the presence of a microwave also greatly increases thedsense
ingly ubiquitous and are expected to be embedded in everyday power level in channel 19, from -94 dBm when the microwave
objects in the near future. When these devices are deployed i is off to -52 dBm when it is running. When the microwave is

overlapping or adjacent geographic areas, the unlicensed 2GHz . - .
ISM band will be crowded. To deal with the crowded spectrum, on, it also leads to higher noise levels for the other channel

we propose SAS, a Self-Adaptive Spectrum management middle By comparing Figurel (b) and (c), we surprisingly find
ware for wireless sensor networks. SAS enables single-fregncy  that the interference from the microwave is even stronger
MAC protocols with multi-frequency capability, so that an than that arising from a co-existing WSN. One method to
existing MAC protocol, like B-MAC, can automatically adapt to
the least congested physical channel at runtime. We implemésd
SAS in TinyOS 2.1 with nesC and evaluated its performance
with TelosB motes. Our performance results demonstrate tha
SAS improves the performance of existing single-frequencylAC
protocols, like B-MAC. The use of SAS results in higher packe
reception ratio and system throughput, and a lower packet diay
and energy consumption.

|. INTRODUCTION

With the maturity and wide application of low-power wire-
less protocols, such as IEEE 802.11b [1], 802.15.1 [2] and (a) Quiet Envi- (b) Co-existing () Microwave

802.15.4 [3], we envision a future in which wireless devjces  ronment WSN Running
such as wireless keyboards, power-point presenters, lv@figo
headsets, and health monitoring sensors [4] will be ubogsit Fig. 1. 2.4 GHz Spectrum Usage in a Home Environment

Unfortunately, the pervasiveness of these devices leads to
creased interference and congestion within as well as legtwaddress the problem arising from this crowded spectrum is
networks, since they adopt overlapping physical frequEncito introduce more unlicensed frequency band. However, this
For example, 802.11b uses Direct Sequence Spread Spectusmally needs approval from government agencies (such as
(DSSS) and divides the 2.4 GHz ISM band into 14 channels e Federal Communications Commission (FCC) in the United
MHz distance apart). IEEE 802.15.1 divides the 2.4 GHz ISBtates). Another method to address the crowded spectrum is t
band into 79 1-MHz channels and uses Frequency Hoppipgpose software solutions that can enable multiple noales t
Spread Spectrum (FHSS). IEEE 802.15.4 divides the 2.4 Gldanduct parallel communication at different frequencies. (
ISM band into 16 5-MHz channels and uses DSSS. Whehannels). In the low power wireless communication literat
these wireless devices are used in the same office or hosegeral approaches have been developed to utilize multiple
environment, there is a high likelihood that the 2.4 GHz ISNtequencies for parallel communication, including coiyeit
band will be overloaded and congested. radios [6] and multi-frequency MACs [7], [8]. Even though
In addition to the interference from co-existing networkthese approaches have proven to be effective in improving
and wireless devices, communication in the 2.4 GHz ISBystem performance for networks in which each individual
band may also be affected by existing electrical appliance®mde has only a half-duplex radio transceiver, they arellysua
For example, FigurEl 1 displays the carrier-sensed powetdevdesigned for a specific PHY layer or encapsulated within a
of the 16 channels, from 11 to 26, in IEEE 802.15.4, measurspecific MAC protocol. These solutions are not generic and
by the SeeMote [5] in a home environment. The x-axis is th®nce, can not be used to easily enhance existing single-
channel index number and the y-axis denotes the sensed pofreguency MAC protocols with multi-frequency capability,
level in dBm. Comparing Figuld 1 (a) and (b), it is quite cleasrder to support parallel communication.
that an existing WSN congests channel 11 (default channelTherefore, the lack of a generic solution to leverage engsti
in Tinyos 2.1) and also generates interference on the otM@AC protocols motivates us to design SAS: alfSAdaptive
channels. By comparing Figuié 1 (a) with (c), we observe thgpectrum Management middleware for wireless sensor net-



works, which can be easily integrated with an existing ®ngltransceiver design. Third, SAS needs to manage available
frequency MAC protocol to take advantage of multiple frephysical frequencies during runtime and make the right-deci
guencies for parallel communication. The main contritngio sions for switching frequencies, according to current spet

of this work are: 1) We propose SAS as a middleware that casage. In the following subsections, we elaborate how SAS
easily enhance existing MAC protocols with multi-frequgncaddresses these challenges.

capability for system-wide parallel communication. 2) W

imglemexr/n SAS in TinyOS 2.1 with nesC and evaluate its SAS Interface

performance using TelosB motes. The performance results .

. . MAC A

demonstrate that SAS is capable of enhancing the perfornanc Unicast Send s

. Send Done : :
of single-frequency MAC protocols (e.g. B-MAC [9]). Broadcast Send Packet Received _i___'jj_c__"__m__m_a__”_df_z

. . Clear Channel Assessment
The rest of the paper is organized as follows. In Sedfbn II, [ ss |
we discuss related work. In Sectibd I1l, we describe thegtesi Send Done
.. . . . Broadcast Send Packet Received

of SAS and its implementation using TinyOS and TeloSB.  clear channel Assessment Prepare for Reception
We discuss performance evaluation results in Se€fidn Id, an PHY

finally, present our conclusions in Sectigh V.

Fig. 2. SAS Middleware Architecture
Il. STATE OF THEART

A number of multi-frequency MAC protocols have been SAS is a generic multi-frequency middleware that is ac-
proposed for wireless networks in which each node only hasssible through the interfaces defined in Figlite 2. The
a single half-duplex radio transceiver. According to [tBkse multi-frequency service in SAS can be invoked through
MAC protocols can be classified into two categories: thoaé ththree simple commandghi cast Send, Br oadcast Send
adopt RTS/CTS control packets and those that do not. Soared Cl ear Channel Assessnent ( CCA) . Uni cast Send
multi-frequency MAC protocols rely on RTS/CTS control (s used to send unicast packeBs,oadcast Send is used
[11] [12] [13] [14]), because either their designs are based transmit broadcast packets, a@A is used for carrier
on |IEEE 802.11b [1], or they adopt RTS/CTS control fogsensing. In response, SAS uses tBendDone event to
frequency negotiation ([7] [15] [16] [17]). The work in [10]inform the MAC layer whether the packet has been sent or
demonstrates that even though RTS/CTS control exhibitdl godropped (transmission failure). Tiacket Recei ved event
performance in general wireless ad-hoc networks, it is nist signaled to notify the MAC layer that a packet has been
appropriate for WSNs, where the network bandwidth is verorrectly received.
limited and the MAC layer packet size is very small (typigall SAS builds its service upon functions provided by the
30~50 bytes), compared to a packet size of at least 512 byidY layer. As shown in Figurd]2, SAS calls PHY’s
in general wireless ad-hoc networks. Br oadcast Send command to send both unicast and broad-

Some other multi-frequency MAC protocols are speciallgast packets, using different destination addresses ferein-
designed for wireless sensor networks applications and timtion. TheCCA command of PHY is used for carrier sensing.
not use RTS/CTS controls [10] [18]. These MAC protocol$he SendDone and Packet Recei ved events generated
demonstrate largely improved system performance due kdp PHY are used to notify SAS about the result of packet
the use of multiple frequencies for parallel communicatiotransmission and reception, respectively. The PHY layso al
but they are not generally designed for enhancing existiggnerates thePr epar eFor Recepti on event, which in-
single-channel MAC protocols (e.g. B-MAC [9]). The SASforms SAS that a valid packet has been detected in the air.
protocol we propose in this paper targets the same wif@epending on the radio hardware at the PHY layer, this event
less sensor network applications, but without incurring ttcan have different implementations.
overhead of RTS/CTS packets. Instead of proposing anotheThe CCA command deserves further explanation. In a single-
special-purpose multi-frequency MAC protocol, we putficet frequency MAC designCCA means “Isthe channel busy?”,
self-adaptive spectrum management middleware, which eandince the MAC assumes that there is only one physical
easily integrated with existing single-channel MACs, inl@r channel. However, when multiple frequencies are supppated
to dynamically share the spectrum for parallel communicati CCA request implies “Is the channel that treeeiver is using

busy?” Since the MAC layer does not know what channel the
Ill. SAS DESIGN receiver currently uses, it is not possible for the MAC latger

There are three important challenges to be addressedpiovide a frequency parameter withinC&€A request. Instead,
designing SAS. First, SAS is a middleware positioned betwethe CCA command is slightly modified to take the receiver ID
the MAC and PHY layers, as shown in Figlte 2. So cleas input, since the MAC layer knows the destination node that
interface definitions are needed between SAS and MAC atitt packet is addressed to.
between SAS and PHY. Second, while neighboring nodes inWhen SAS gets the receiver ID from the CCA request, it
SAS are encouraged to use different frequencies for parlleks up its neighbor table to find out the channel number
lel unicast communication, broadcast needs to be supporthdt the destination node currently uses. SAS conductgcarr
from the root. SAS addresses this challenge through virtis#nse on this specific channel and returns the results to MAC.



Thus, through this simpl€CA interface reconfiguration, SASin SAS’s multi-frequency context, the node enters the tegg|
is able to enhance single-frequency MAC protocols to talsmooping state, as shown in Figu® 3(b). The transceiver
advantage of multiple frequencies in a transparent manni&tens to the unicast frequengy v, the broadcast frequency
without the need for redesigning MAC protocols to achievézc, and the candidate frequengy: 4, alternatingly (with
multi-frequency capability. optional sleep periods for possible duty cycling extension
B. SAS Virtual Transceiver the fu.ture). After listening to each frequency, the t_rah&cre
. . . . . . goes into sleep state to save poviérs denotes the time that

As mentioned in SecthE]II, a typlcaI. sensor_dewcg, I'kg node stays on any of the three frequencies’&ng denotes
MICAZ and Tel.OSB [19], 1S usually equipped with a Slngle[he time that a node stays in the sleep state. Whenever the
half-duplex radio transce|ve_r, to re_du_ce_ produgt CO_Stmfortransceiver stays in frequengy nr or fpc, and also detects
factor, and energy consumption. This limited radio t_ranm:re a radio signal in the air, it stops frequency toggling to @rep
needs.t_o be enhance_d by software_z, to support rr.lult|-_fr§queq8r data reception. As shown in Figue 3(c), each data packet
pagab]llty. ;—he SAS w;]t_ual traqscelver proposed in thistise SAS is preceded by natification bytes, which inform a reaeive
Is designed to meet this requirement. in the toggling state to stop frequency toggling and instead

. In the muIU-freq_uency context, we assign nqghborlng rmd%witch to the data reception state. The toggle snoopingmesu
different frequencies for unicast packet reception, aedstime when the packet reception ends

dﬁfarﬂ;;rrﬁgggl ?%ﬁ:ﬁg;f;gﬁﬂf;e;?; gﬁzlg?tﬁgg; The toggle snooping performed by the receiver has the
pny P ame implementation in different radio hardware. However,

tr:renle gfegrxlsesfr% ﬁ;l?t%(()jrtrsa:i:)o?riziiteg stﬂt]rear:(s)gém\/\e/:;htot e implementation of the notification bytes in the SAS trans
P ' .mission depends on the hardware platform. Since currently

virtual transceiver that is ‘f"b'e to snoop on three frequenci many wireless sensor devices, like Micaz, Telos and IMote2,

gg%ulﬁr]\g’uzzg fcr‘]‘”v’ sTuItzneogsly. thC der_lo(;(_as tthe use the CC2420 radio, we present the details of the SAS
q y chosen for broadcast, ml INCICATES ~irtual transceiver that we implemented over the CC242(brad

the frequency for unicast reception. This unicast frequesc in TelosB motes. For the SAS virtual radio transceiver to

selected from the currently least loaded frequencies amehyt operate correctly. the time to send the notificatid, ;)

vary from time to time and from node to node, according 19 Ust be greater t,haﬁFTS + 3Ty, (see Figur€) Wheen this

a node’s current spectrum usage within its local geograpt& P '

Wh de is first ianed icast f Sndition is violated, the transmitter’s notification tirigenot
area. \WWnhen a node 1S Tirst assigned a unicas requ_encyl(%g enough to ensure that the receiver will be able to pick
when it switches frequency, it notifies its neighbors witle th

updatedfy y; value through a broadcast (reliability issues [ZOPJp a valid packet signal, and that the sending packet will be

. . . " eceived without interference.
in broadcast can be incorporated in future). In addition to

. . . CC2420 is a packet-level radio hardware. It does not pro-
the broadcast and unicast frequencies, a candidate freguen. . I . )
. . . vide software designers the ability to either configure alon
foan, is guessed at runtime, in order to replace the curren 2 .
: o : reamble or read individual preamble bytes when a packet is
unicast frequency when it is congested. Details about how to

. . ; i ) in air. Instead, the radio hardware is in charge of adding and
pick the fc.4 frequency is explained later in SectibnTll-C. removing preamble bytes automatically. So, we can not use

a long preamble to serve as the natification, as is possible in
a byte-level radio hardware (like CC1000 in Mica2 motes).
(a) Original Packet Format Hence, in our implementation, we use the data packet itself
(multiple duplicates) as the notification, as shown in Fejdr

Packet Format: ‘ Preamble‘ SFD‘ Length‘ Mac Protocol Data Unit‘

Receiver: ‘ funi ‘ Sleep ‘ fac ‘ Sleep ‘ fean ‘ Sleep ‘ ......
}*TT%Tslpgﬁ
(b) Toggle Snooping Transmitter: Notification Preamble{ SFD‘ Length‘ Mac Protocol Data Uni*
T geqng—>
Transmitter : ‘ Noti SS ficatio+ Preamble‘ SFD‘ Length‘ Mac Protocol Data Unit
Receiver: ‘ fac ‘ Sleep‘ funt ‘ Sleep‘ fean ‘ Sleep‘ fac ‘ ......
c) SAS Transmission
( ) }4TT5>’<’Tslp‘>{

Fig. 3. SAS Virtual Transceiver ) ) .
Fig. 4. SAS Virtual Transceiver Implementation in CC2420iRa

Figure [3 presents the detailed design of a SAS virtual
transceiver. As shown in Figufé 3(a), a packet normallytstar ) o
with the preamble bytes, then follows with the Start-ofrea - RuUNtime Frequency Saitching
Delimiter (SFD) field, the packet length field, and then the We have explained the communication protocol when the
data bytes. Also, an optional CRC field is usually added &AS virtual transceiver operates on both broadcast anasinic
the end of the data bytes. frequencies. We now explain how SAS switches its unicast
In a single-frequency context, when a node is deploydequencyfyy; dynamically, according to the runtime spec-
and turned on, it enters into the idle listening state. Hewevtrum usage. By switching unicast frequencies, it is possibl



TABLE |

to take advantage of all available physical frequencies, in TABLE ENTRY MAINTAINED FOR EACH PHYSICAL FREQUENCY

order to balance the traffic load in both spatial and temporal

dimensions. Frequerncit any time, a frequency should be in one of the thfee
To achieve that, SAS needs to answer two questions||aState | states: InPool, InUse and Candidate.
runtime: 1)Is the current frequency (i.e. channel) corepat || w It indicates how many times a frequency/channel has

been chosen for unicast packet reception.

and 2)What is the best frequency to switch to when the
nf It denotes the channel load, calculated as a moyjng
h

current one is congested? To answer these two questioq
SAS carefully manages its available resources, which ae

average with decay. The moving average computg-
tion gets re-initialized each time a frequency enters fthe

physical frequencies. The state of each frequency in eadh n( Candidate state again.
varies according to the state machine depicted in Fiflre 5[|A) It represents the packet loss ratio, calculated at a
moving average with decay. The moving average
Switc gets re-initialized each time the frequency is uged
again.

] £ This is the composite value that reflects how co
Candidate petitive a frequency is, and is used for freque
comparison. It is a balanced reflection of a frequen

most recently measured load the frequency’s credi
Switch Switch (Hit) history w and its current usage by neighboring no

Assign. (Hit) Gueg; (HiD ®.

——Warm Up
2) Candidate Frequency Guess:. In SAS, each node needs
. ' to be prepared for frequency switches when congested. So
Fig. 5. The SAS State Machine it is helpful for each node to know the traffic load of other
node uses one of the following three states to denote thesus hyspal frequenme_s: evgn_though they are curre.ntly F“";‘“
nsidering scalability, it is energy and bandwidth inte@s

status of each channdlnUse, | nPool andCandi dat e. .
. : ... for each node to keep track of the loads of all frequencies all
The frequency that is chosen for current unicast recepsiam i . S : .
the time. However, it is not necessary to continuously earri

thel nUse state. The currently guessed candidate frequency Is . .
. . ; sense all the frequencies, since each node only needs one
assigned th€andi dat e state. All the other frequencies are ) !
andidate frequency to switch to when congested.

placed in thel nPool state. The state transition is triggerec? . L
by one of the following four actions: warm up, frequency An energy-efficient and scalable design is to let eaqh.pode
assignment, frequency guess, and frequency switch. guess one frequency that may have the highest possibility of

1) WarmUp and Frequency Assgnment: When a sensor being the most Iightly loaded f_requency in the near futung, a
network is newly deployed and started, it is important tedet Place that frequency in théandi dat e state. ACandi dat e
what frequencies are currently used and which of them suffégauency may be discarded, when it is found to be likely
interference from existing electrical and electronic degi ©Verloaded and hence no longer promising. In that case, the
An initial warmup phase serves this purpose, during whidffauency is placed in thenPool state again.
the load on each frequency is measured and recorded. During© assist in deciding when and how to guess a candidate
warmup, each node scans all physical frequencies in meiltigfequency, we introduce the¢ parameter. As shown in Ta-
rounds. In each round, the node stays on each frequency f¢HQIIEC, ¢ is a composite metric, which characterizes the
short time that is long enough for sampling the channel statdrequency’s recently measured loag),(the frequency’s credit
The status is a binary result: 0 for idle and 1 for busy. Thigistory (), and the number of neighboring nodes ¢hat are
value is assigned t@, which is used to generate a movingurrently using it. The frequency loagdl is computed as in

average valug (see TablEIIECH) with a decay of: Equation [L). To compute a frequency’s credit history, SAS
B - 1 uses the parameter to record how many times a frequency
Fnr1 =X ot (1—a)x ¢ @) has been used, which reflects how many times this frequency

After collecting the channel load information, each nodeas been discarded and replaced by a better one. The greater
knows the current spectrum usage of existing networks atitk w value, the higher the probability that the frequency will
devices. Each node avoids choosing the congested freqsenbe congested and discarded again in the near future, and,henc
by checking corresponding values. Also, to avoid internal the less promising the frequency is. Also, each node should
congestion within the newly deployed network, frequency aavoid competing for the same frequency with its neighbors.
signment is needed after the short warm-up. During fregquend@/hen the number of available physical frequencies is no less
assignment, each node backs off for a random time peritithn the node density, SAS should give neighboring nodes
before it chooses its frequency. During the backoff pergadh different frequencies to avoid congestion. When the nurober
node records the frequencies it overhears. When its backaViilable physical frequencies is very limited comparetht®
timer fires, a node chooses one of the least loaded frequenciede density, each node in SAS needs to give higher priarity t
for unicast reception. frequencies that are shared among fewer neighbors. Héwece, t



o parameter is introduced to indicate the number of neighbasurce of interference was the wireless network in the mgld
that share a frequency. Taking these three into consideratiAs we mentioned in Sectidn 1B, the data packets themselve
parametet can be calculated as in Equatiéh (2), whgrand are used for notification. So the duration of the continuous
~ are coefficients: CCA check interval should be longer than the interval betwee
the transmission of successive notification data packéts. T
E=Bxwt+yxd+(1-8-7)xp (@) check interval was set to be the maximum delivery delay in the
The first frequency guess happens at the end of the warm-0g{work. During this interval, the CCA check was performed
when the initialCandi dat e frequency needs to be decided400 times, which is also the default value in the B-MAC code.
After that, frequency guess is triggered when the Candiddteorder to deal with heavy traffic, when a node receives a
frequency’s¢ value exceedsr,,. If the frequency guessing data packet on a channel, the radio continues to stay on that
causes the Candidate frequency to enter into Ith®ool channel for a certain short period. We set this period (0
state again, th€andi dat e frequency is replaced with the milliseconds, which is the default value used in the B-MAC
frequency in thel nPool state (see FigurEl 5) that has th€ode. We set the notification tim&'(.,4) to 20 milliseconds
smallest¢ value. for the transmitter and let the transmitter send data packet

3) Frequency Switch: As illustrated in Figure[d5, when fast as possible. For the parameters presented in SEdliorell
a frequency switch happens, the current unicast frequengged the following valuesy = 0.96, 8 = 0.45, v = 0.35, and
funr1, Switches its state fronUse to | nPool . In addition, 7 = 0.96. In each of the experiments, we varied the number of
the Candi dat e frequency replaces thenUse frequency, data flows froml to 3 and each sender transmitté@l 000 data
and a newCandi dat e frequency is picked out from the pool.packets to a different receiver, to emulate an environnenta
Since fyn; is only used for unicast reception, the frequencgnonitoring application. When there was more than one flow,
switch is triggered when the monitored packet loss ratidef t the receivers adaptively chose a different frequency duthe
application is above a threshold. warmup stage, when B-MAC with SAS was used.

Typically, there are two ways for a receiver to obtain the Figurel(a) shows the packet reception ratio (PRR) achieved
packet loss ratio. One solution is to use a packet sequetyeB-MAC with and without SAS, as the number of contend-
number. By tracking the sequence numbers and calculating flows in the network increases. The PRR is calculated
the gaps, a receiver is able to compute the packet loss raée.the ratio of the total number of data packets successfully
The second scheme is to use transmitter-receiver handsha#elivered to the total number of data packets transmittée. T
such as RTS-CTS-DATA-ACK in IEEE 802.11b [1]. HoweverPRR when SAS is used remains almd80%, even when the
both of them introduce extra overhead and neither of themwmber of flows increases. On the other hand, B-MAC without
takes advantage of the SAS design. In the first scheme, SB8S delivers100% of its given load when there is only one
is required to get access to and understand the upper laygesder-receiver pair. However, the reception ratio drops%
sequence numbers, which violates SAS’s design goal of beigen there ar@ simultaneous data flows, and further drops to
a generic multi-frequency middleware that does not depend 96% when there ar@ data flows. This degradation may either
support from the MAC protocol layered above it. The secorfte due to collision or because the contention in the network
scheme introduces significant communication overhead. may result in the transmitter queues being full, forcing sarh

Hence, we propose a novel scheme to implicitly computBe transmitters to drop some of the packets from their cgieue
the packet loss ratio in SAS, by taking advantage of the toggl Figure [B(b) shows the measured system throughput. The
snooping design described in Section 1lI-B. In SAS, toggléroughput measures the performance gain and is calculated
snooping is the default behavior of each receiver, whicly onfis the total amount of useful data successfully delivered in
gets interrupted when a valid data signal is detected in tHee network per unit time. The packet size we used4s
air. If a packet is correctly received after an interruptite  bytes (data payload plus MAC header). With SAS, the total
receiver knows that the communication has succeeded,-othegtwork throughput achieved when there a@recontending
wise a communication failure is detected. This successvéai flows, is almost3 times that achieved when there is a single
binary status is obtained for free, and is recorded in th&gtacflow. The reason is that the multi-frequency management in
loss variabley, and a moving average valug is computed SAS enables neighboring nodes to adaptively choose differe

with decayn as follows: physical frequencies. As a result, when the number of flows
_ in the network increases, the MAC layer above SAS does
Unpr =0 X p + (1 =m) X ¢ ©) not suffer as much radio interference as the regular B-MAC
By comparing they value with a threshold)ry,, the fre- and more nodes are able to simultaneously transmit without
guency switch is automatica"y triggered, Whénz z/JThr- collisions. In the case of B-MAC without SAS, the total
throughput also increases when the number of flows increases
IV. PERFORMANCEEVALUATION However, due to congested channels, each node has to backoff

We integrated B-MAC with SAS in TinyOS 2.1 on TelosBmore number of times, in order to transmit one packet.
motes and experimentally evaluated its performance and comFigure[®(c) shows the average packet delay as the number
pared it with that of regular B-MAC protocol. The experimentof contending flows in the networks increases. The packet
were conducted in a campus building, where the primadelay measures the one-way latency experienced by a data
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