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Abstract. Existing frequency assignment efforts in wireless senstwork re-
search focus on balancing available physical frequenaiesmg neighboring nodes,
without paying attention to the fact that different nodesehdifferent traffic
volumes. Ignoring the different traffic requirements infeliént nodes in fre-
guency assignment design leads to poor MAC performancerefdre, in this
paper, we are motivated to propose traffic-aware frequessigament, which
considers nodes’ traffic volumes when making frequencysitats. We incorpo-
rate our traffic-aware frequency assignment design intocetieg multi-channel
MAC, and compare the performance with two conventionalfesgy assignment
schemes. Our performance evaluation demonstrates tlffit-ervare channel
assignment can greatly improve multi-channel MAC perfaroga Our traffic-
aware assignment scheme greatly enhances the packetyletitie and system
throughput, while reducing channel access delay and emarggumption.

1 Introduction

As an emerging technology, Wireless Sensor Networks (W3ls¢® a wide range of
potential applications, including environmental monitgy smart buildings, medical
care, and many other industry and military applicationsafgé number of protocols
have been proposed for the MAC, routing and transport layése/ever with a single
channel, WSNs cannot provide reliable and timely commuitinavith high data rate
requirements because of radio collisions and limited badidhwFor example, in the
“Ears on the ground” projedt][7], the network cannot trarismiltiple acoustic streams
to the sink. On the other hand, current WSN hardware such aazViB] and Telos
[L2] which use the CC2420 radinl[2], already provide muétifequencies. So it is im-
perative to design multi-channel based communicatiorogads in WSNs to improve
network throughput and provide reliable and timely comroation services.

Typically, multi-channel protocols consists of two majangponents, channel as-
signment and media access control. A good channel assigmathod can effectively
reduce radio interference among concurrent transmissioitigate packet congestion
within a single channel, and make media access controlredtsie the key perfor-
mance factor for multi-channel communication. In the st#téhe art, many channel
assignment schemes are proposed in wireless ad hoc netaratkaesh networks, but
they cannot be directly applied to sensor networks. Thiseisabse nodes in ad hoc



and mesh networks are usually equipped with more powerdlibsaor even multiple
radios, each of which can use one unique channel. Conveesensor node such as
Micaz, with only a single half-duplex radio, can only use ehannel at one timé&_[18].
Recently, some multi-channel protocols are proposed foNg/3/0st of them offer
somestatic solutions to channel allocations, aiming to minimize ptisdrinterference
among nodes. Since topologies of sensor networks are daiie, such static solutions
can be executed in the deployment time, or infrequentlyrdumintime, and they help
MAC protocols improve communication performance on averag

In this paper, we focus on channel assignment problems isoseretworks. We
believe that existing static approaches for channel asségm are insufficient because
of two reasons. First, they try to reduce potential intenfee with the assumption that
all nodes have the same amount of traffic to carry simultasigolihis assumption is not
true for most WSNSs, where only a fraction of nodes need testratpackets at any time.
Second, even though a specific sensor network is deploykchdiig the traffic volume
and pattern can vary significantly both across the deployerea and across time. For
example, a military intrusion detection sensor netwblkfsly have a regular and low
speed traffic involving a few nodes when no intrusion is odogt but may experience
a large burst of traffic affecting a lot of nodes when enemkdaare detected. Such
traffic variability can change the interference patterm hence a multi-channel MAC
with static channel assignment will severely suffer in tehperformance.

To improve current channel assignment solutions, we devatal systematically
study the notion ofraffic-awarechannel assignment for WSNs. We start by consider-
ing a setting where perfect information about current ataréiraffic is available. Then
we propose a new channel assignment scheme which expl@itsdffic information
to minimize interference occurring with real traffic. We qoane this scheme with two
typical static channel assignment schemes by simulatioeh results show that being
traffic-awarecan substantially improve the performance of channel asségt. This
baseline analysis helps establish the potential benefitaific-aware channel assign-
ment algorithms.

In the future, we are going to study how to efficiently dealhwthe traffic variabil-
ity during system runtime. Some questions are: how to pteélaécfuture traffic? When
traffic varies and the prediction fails, how can we changenbhassignment dynam-
ically? Of course, solutions of these questions must neigaioo much overhead, and
must converge to a stable assignment in limited time.

2 Related Work

In general wireless networks, frequency diversity has tstedied for years and a sig-
nificant number of multi-frequency MAC protocols have beeopgmsed. However, the
purposed protocols are a poor fit for wireless sensor neswulke to the restricted sen-
sornet hardware, its limited bandwidth, and the small WSNQMayer packet siz& [18].
For example, some protocols]18[]14] are designed for feeqy hopping spread spec-
trum (FHSS) wireless cards, and one protoEbl [4] assumebubg-tone functionality
on the hardware. In other protocdls[1L[]151][10] [1], thedhsare is assumed to have
the ability to listen to multiple frequencies at the sameetinm addition to hardware



restrictions, the network bandwidth in WSNs is very limiggttl the MAC layer packet
size is very small, 3050 bytes, compared to 532bytes used in general wireless net-
works. Different from all above solutions, this paper adges how to use multiple
channels efficiently in the context of wireless sensor nete;ovhere each node only
has one radio and can only use one channel at one time.

Some multi-channel MAC layer protocols have been proposéuprove network
performance in WSNs. These protocols typically assigrediffit channels to two hop
neighbors to avoid potential interference, and also pregoghisticated MAC schemes
to coordinate channel switching and transmissions amowigsidSimulation results
show that they can significantly improve network throughpeer MAC protocols us-
ing a single channel. Clearly, the most important problenthete protocols is how
to assign different channels to nodes. Most protocols usgi¢s channel assignment,
where the channel selection process are executed at thenrgiof system deploy-
ment, or very infrequently during runtime. For example, MMA8] has a frequency
assignment component, which provides four available feegy assignment strategies.
Users can select any of these methods to evenly assigneatiffehannels among two-
hop neighbors. TMCR_[16] proposes a tree-based channghasent scheme. The idea
of the TMCP protocolis to first partition the whole networkdmultiple vertex-disjoint
subtrees all rooted at the base station and allocate differannels to each subtree, and
then forward each flow only along its corresponding subige common problem of
these two protocols is that they use no traffic informatiorassign frequencies. In-
stead, both protocols assume that traffic is evenly digegtbon each node. However,
this is often not true in reality, where traffic patterns opasignificantly during run-
time and some nodes or segments of the network may have nadiie than others.
With this uneven traffic distribution, frequency assigntschemes of both protocols
may fail to provide good performance because they may wastenels on nodes who
have no traffic but assign too few channels to nodes who hawe/teaffic. Instead, our
traffic-aware channel assignment scheme exploits traffagnimation to achieve better
assignment solutions and can dynamically adapt to traffiepachanges during run-
time.

Recently, a multi-channel protoc®l [9] is proposed whicsoahas the capability of
dynamically changing the radio frequency. However, thppraach is based on local
decision, where each node makes its own decision to swithras. Our traffic-aware
method collects traffic information from two-hop neighhoasd uses a specific al-
gorithm to assign channels among two-hop neighbors whistltsein more efficient
channel usage.

3 Channel Assignment Scheme

In this section, we first explain two typical static chanrsdignment schemes |18]: even
selection and eavesdropping, and then propose anafic-awarechannel assignment
approach, which uses traffic information to achieve loadhet among channels and
effectively reduces runtime system interference. Lastly,compare outraffic-aware
channel assignment with the two existing approaches threimgulation evaluation.



3.1 Static Channel Assignment

In channel assignment, each node is assigned a physicalelfandata reception. The
assigned channel is broadcast to its neighbors, so thatreatshknows what channel
to use to transmit unicast packets to each of its neighbormstder to reduce commu-
nication interference and hence reduce hidden terminddl@nas [6], static solutions

evenly assign available channels to nodes within two comecation hops. In WSNs,

such static channel assignments are considered to eitltmmgeonce at the beginning
of the system deployment, or it can be done very infrequdatladaptation to system
aging. In this subsection, we describe two channel assighsahemes proposed in
[18]: even selection and eavesdropping.

Even Selection In even selection assignment, nodes first exchange theiahmng
two communication hops_[17], so that each node knows itshep-neighbors’ IDs.
To achieve this, each node first beacons its node ID to neighbo that each node
knows its neighbors’ IDs within one communication hop. Theach node beacons
again, broadcasting all neighbors’ IDs it has collectedrdyithe previous beacon round.
Therefore, after two rounds of beacons, all nodes get tleghiors’ IDs within two
communication hops.

After the two rounds of beacons, nodes begin to choose degévieg frequencies
(or channels) in the increasing order of their ID values. ifoale has the smallest ID
among its two communication hops, it chooses a channel ficst@hooses the smallest
channel among available channels. The node then beacehaitael choice within two
hops. If a node’s ID is not the smallest among two hops, itsvait channel decisions
from other nodes within two hops that have smaller IDs. Whexigions from all those
nodes are made and are also received, the node chooses tiessmailable (not
chosen by any of its two-hop neighbors) channel. If all cled®have been chosen by
at least one two-hop neighbor, it randomly chooses one ofeth& chosen channels.
After picking a channel, the node broadcasts its choiceiwitito hops. We call this
schemesven selectiorwhich makes an even allocation of available frequenciesito
nodes within any two communication hops.

When the number of frequencies is at least as large as thédwarode number,
even selectioguarantees to assign different frequencies to differedeaavithin any
two-hop neighborhood. When the number of frequencies idl seveen selectioallows
two-hop neighbors evenly share the available frequencies.

Eavesdropping We observe that althougkven selectiomesults in even sharing of
available frequencies among two-hop neighbors, it requineumber of two-hop broad-
casts. To reduce the communication overhead, a lightweightsdropping scheme is
also proposed if_[18]. In eavesdropping, each node takesdnmna backoff before it
broadcasts its physical channel decision. Each node atswd® overheard physical
channel choices during the backoff period. After the randaickoff, a node randomly
chooses one of the least chosen frequencies for data reeefibmpared withkeven
selection eavesdroppingequires less communication overhead, but leads to more po-
tential conflicts since it only collects information withime hop rather than two hops
for channel decisions.



3.2 Traffic-Aware Channel Assignment

In this section, we introduce a traffic-aware channel assat scheme. Here, the term
“traffic aware” means that nodes have knowledge about futaféic. More precisely,
nodes know their reception data rates of the future. Now, sgi@me that the traffic
data rate does not change, while in the future we intend tudgsdynamic traffic. One
practical problem is the dissemination of dymamic traffitoimation to nodes. One
practical way is that at regular intervals, nodes calcutaeaeception data rate, and use
it to determine channel assignment. Also, considering skasor networks are used
to periodically collect environment data in most scenariggper layers can pass such
application information to the channel assignment compgrand then the reception
data rate can be inferred from those collection tasks'regti

Now, every node is assigned a traffic weight, which corredpdn its future re-
ception data rate. The problem is to assign the right chaenehch node, aiming to
minimize the maximum load of any channels within the two-heghborhood of any
node. Here, we choose this goal because the more load onaattiakes, the more
likely radio collisions occur in this channel. Also, the admal load affects the through-
put and the latency of communication. We also find that thabjgm is very similar
to the load balancing job scheduling problem, where eachradlacan be viewed as
one machine, and the traffic weight of each node correspaortie torocessing time of
each job. The difference between these two problems isril@atrichannel assignment,
we require the load balance within any two-hop neighborhdod the job schedul-
ing problem only asks the load balance for one group of mashiti the diameter of
this network is two hops, our traffic-aware channel assigrrpeoblem is the exact
same problem with the load balancing job scheduling prob&ince the job schedul-
ing problem is NP-hard, it is clear that our traffic-awareroia assignment problem is
also NP-hard.

In the light of NP-completeness, there is no polynomial taract algorithm which
can always find the optimal assignment. Next, we proposeedgraffic-aware chan-
nel assignment scheme.

First, nodes exchange their IDs and their traffic weightsragrao communication
hops, so that each node knows its two-hop neighbors’ IDs aaffictweights. After
nodes collect traffic information of all neighbors withindwops, they make channel
decisions in the decreasing order of their traffic weighthwhe smallest node ID used
as a tie breaker. If a node has the greatest traffic weight gnt®two communication
hops, it chooses the channel with the least load among blaitdnannels, and then
beacons the channel choice within two hops. After receitliiggbeacon, nodes update
the load of the corresponding channel. If a node’s trafficgheis not the greatest
one among two hops, it waits for channel decisions from atioeles within two hops
that have greater weight. A node also waits for all nodes eftfhal weight but lower
node ID to make decisions first. After decisions from all reodéth greater weight
or equal weight but lower node ID are received, a node chateeshannel with the
least load. Since nodes choose channels in sequence basiegraveight with a node
ID tiebreaker, our assignment algorithm will always comesfor any set of nodes and
traffic weights.



This traffic-aware channel assignment scheme uses a sicoit@ept as that of the
Longest Processing Time algorithm (LPT) for the job schieduproblem. It is proven
that the approximation ratio of the LPT algorithm%is— % wherem is the number of
machines. However, we have not yet calculated the apprdiimeatio for our traffic-
aware channel assignment algorithm and leave it to futumxvdow, we only know
that% — % is a lower bound for our algorithm. In terms of overhead, dgoathm has

similar overhead as the even selection assignment scheoepteadding several bytes
in beacon messages to exchange the traffic weight.

4 Performance Evaluation

In this section, we compare the performance of two statioghbassignment schemes
and the new traffic-aware assignment. For these three agpsawe use the same
medium access control method, which is designef ih [19]o Alee assume that every
node has perfect knowledge about its future reception dida r

For this performance evaluation, two groups of experimangsdesigned. In the
first group, different system loads are used, and in the skgyup of experiments, the
number of available channels is varied.

Table 1. Simulation Configuration

TERRAIN (200mx 200m) Square
Node Number |289

Node PlacementUniform

Application Many-to-Many CBR Streamis
Payload Size |32 Bytes

Routing Layer |GF

MAC Layer CSMA/MMSN
Radio Layer RADIO-ACCNOISE
Radio Bandwidti250 Kbps

Radio Range  [20n~45m

For all the two groups of experiments, four performance icetre adopted: ag-
gregate MAC throughput, packet delivery ratio, channekasaelay, and energy con-
sumption per successfully delivered data byte. The paakiedty ratio is calculated as
the ratio of the total number of data packets successfuliyated by the MAC layer
over the total number of data packets the network layer guke MAC to transmit.
The aggregate MAC throughput measures the performancagdiis calculated as the
total amount of useful data successfully delivered thrahghVIAC layer in the system
per unit time. The channel access delay measures the timg aelata packet from the
network layer waits for the channel before it gets sent olé @nhergy consumption per
byte is the system wide energy consumed for successfullyediglg one byte of user
data.



During all the experiments, the Geographic Forwarding ([8Fouting protocol is
used and the simulation is configured according to the ggttimTablddlL. For each data
value we present in the results, we also give its 90% confilanerval.

4.1 Performance Evaluation with Different System Loads
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Fig. 1. Performance Evaluation with Different System Loads

In the first group of experiments, we explore traffic-awarsigrenent’'s perfor-
mance when different system loads are used, which are geddmadifferent numbers
of CBR streams. In the experiments, the node density is s&8 tand the number of
available channels is 5.

As Figure[1 shows, for all the system loads we configure fronCBR streams
to 50 CBR streams, it is observed that traffic-aware assighadeays exhibits better
performance than static schemes in all performance meétrelé scenarios. For exam-
ple, as shown in Figuld 1, comparing with the best staticreeh¢raffic-aware scheme



achieves on average 13.5% higher aggregate throughpubas s (b). It is clear that
traffic-aware channel assignment effectively reduceoriadiérference, and by keeping
the load balance among channels it mitigates packet cdogesithin channels and
leads to high throughput and lower latency.

Another interesting trend is that when the system load H# lig heavy, the traffic-
aware assignment outperforms static schemes with a laggebga when the system
load is medium, like 30 streams, the performance of the ¢raffrare scheme is very
close to static schemes. One possible reason is that withnsedium loads, most nodes
have similar traffic weights, which also allows static sclerto perform well.

4.2 Performance Evaluation with Different Numbers of Chanrels
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Fig. 2. Performance Evaluation with Different numbers of channels

In many deployed sensor network systems, the number ofadaithannels may
vary. For example, in an indoor scenario, the interferemomfWiFi networks may



decrease the number of available channels that sensornkstean use. So, in the sec-
ond group of experiments, we evaluate the performance ofreiH@assignment schemes
when different numbers of channels are utilized. The nurishecreased from 1 to 16,
and a many-to-many traffic pattern is used that consists @fB5R streams.

Once again, the experimental results confirm that traffiaravassignment always
achieves a higher performance than static schemes, whichecabserved in Figufd 2
(a)~(d). The corresponding reasons can be found in the first grotipxperiments and
are not repeated here.

It is shown that when the channel number is small, for exaripbe 2, the per-
formance of all schemes is very close. When we have many eftgrsuch as 16, the
performance is also close. On the other side, when the chanmber is medium, like
4, 6, 8, the traffic-aware scheme obviously outperformsrstie believe that in prac-
tice, one sensor network may co-exist with other sensor orétsvor WiFi networks,
and in most cases, the number of available channels is asugidmedium values.

5 Conclusion

Existing frequency assignment efforts in wireless sensiwaork research focus on
assigning available physical frequencies as evenly ashjedss neighboring nodes,
ignoring the runtime condition that different nodes haviéedént traffic requirements.
Failure to address different traffic volumes during freqryeassignment design leads
to poor MAC performance, which has been identified and deinatesl in our perfor-
mance evaluation. In this paper, we propose a traffic-awamuéncy assignment de-
sign that actually considers different traffic requirensdndm neighboring nodes while
making frequency decisions. The traffic-aware frequensygament is incorporated
into the existing MMSN MAC and compared with two conventibinaquency assign-
ment methods: even selection and eavesdropping. Our dionukvaluation demon-
strates that the traffic-aware channel assignment greaflyaves multi-channel MAC
performance: it significantly enhances the the packet éelivatio and throughput,
while at the same time reducing channel access delay angyec@nsumption.
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