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Abstract—In a Wireless Local Area Network (WLAN), the but reasonable metric, we seek to design a practical disédb
Access Point (AP) selection of a client heavily influences the protocol for AP association. We theoretically analyze tloest
performance of its own and others. Through theoretical analysis case performance of the selfish strategy, and introducelareon

we reveal that previously proposed association protocols are not lgorithm that achi bett t f m
effective in maximizing the minimal throughput among all clients. algorithm that achieves a beter worsi-case periormancem-

Accordingly, we propose an online AP association strategy that iNg user employing this algorithm determines an irrevoeabl
not only achieves a minimal throughput (among all clients) that association, only making use of the load information on the
is provably close to the optimum, but also works effectively in nearby APs, in order to minimize the, norm of the loads

practice with a reasonable computational overhead. The asso- on all APs at the moment. Based on our online algorithm,

ciation protocol applying this strategy is implemented on the h imol ted it tocol f dit
commercial hardware and compatible with legacy APs without we have impiemented an association protocol for commoditly

any modification. We demonstrate its feasibility and performance hardware driver at the client side. This protocol works well

through real experiments. with current legacy 802.11 APs. Using a combination of real

experiments and extensive simulation, we demonstrateotirat

online association protocol performs better than the R&Skd
Wireless networks are increasingly used to provide ubignd selfish AP selection.

uitous Internet access. A crucial determinant of quality of Our main contributions are:

service in wireless networks is the problem of access point, Wwe have designed a distributed online algorithm for AP
(AP) selection in the distributed manner. A user selecting a  gssociation based on thg, norm of the loads on APs in

I. INTRODUCTION

inappropriate AP will experience bad service, or even hiln¢io
users’ throughputs. The current technique of AP selectdari

the user to selfishly pick the AP with the strongest signal, or,

RSSI value. The intuition is that factors like multipath esff

proximity, and demonstrated theoretically its performeanc
compared with selfish strategy.

A light-weight method is introduced to estimate one user’s
throughput on the target AP without association, reducing

and path loss which reduce throughput will have a smalleceff the implementation overhead.

when the user is communicating with an AP with a larger RSSI., we demonstrate our protocol's practicability using real
This simple strategy might fail when there is a large number  experiments, as well as provide extensive simulations for

of users crowded together. Consider the case when we have two |arge scale networks.

APs on orthogonal channels, one with much stronger signal, Our solution is practical and does not require any modifi-

Strength than the Other, and a collection of users. All trersus cation on APs, making our technique appiicabie to existing
will simply pick the same AP (with the largest RSSI), so that  \ireless networks.

the actual throughput of each user is very small because of
channel contention between users. Based on this obseryatio Il. RELATED WORK
alternative criteria such as selecting the AP which yielts t AP association plays an important role in improving wirsles
largest throughput have been suggested. performance [1]-[10]. Work by [11] demonstrated why the use
However, it is unclear how well thiselfish strategy will of signal-to-noise ratios in selecting APs is not apprdpria
perform when every user attempts to connect to the AP whiBoth [11] and [12] considered techniques to allow the client
is able to maximize their own throughput. Unlike an AP'so estimate the AP workload before connecting, while [13]
RSSI value measured by a user which is not affected bgnsidered the use of available bandwidth in AP selection. A
additional users associating with that AP, the AP’s thrquugh more holistic solution encompassing factors such as thebeum
will change as more users join in. Therefore, a user selgctiaf connected clients and mean RSSI was proposed in [14].
an AP based on throughput may have to switch APs constantlyThe selfish behavior of users in a congestion game has been
hence lowering overall performance. studied theoretically. A special case where each userisidec
In practice, we believe a good performance is to achieve tisea singleton set is considered in [15], while [16] dessibe
maximized minimal throughput for all clients. Using thisgile class of congestion game where the payoff function assatiat



with each resource is user specific. The convergences undént throughput, can be as badlgsn. Whenm is large, this
different load balancing scenarios are provided in [17]this plummeting performance becomes unacceptable.

work we model the decentralized AP selection with selfish

users as an extension of the weighted singleton congest 800 20
game in which the weight of a user varies as the associa 720 112
AP changes. Other modelings of the wireless infrastructu _ 640
selection include [18] and [19], targeting at different rsaéos £5% AN 70
and goals. The major distinction of our work is that we desic = Throughput RSS! ’_logg
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selection protocol in the distributed manner. The perforcea 5240 -204
is supported by theoretical proof and demonstrated botkah r 160 *236
; ; ; 80 |
experiments and simulations. ) 1 VOO L
Compared with decentralized methods, work by [20] and [2 ° 200 00 e index °° 1000 1200

uses the idea that better AP association decisions can be

obtained by re|ying oh a g|0ba| view of the entire WLAN, or an Fig. 1: RSSI versus throughput. The sample index increases along mith ti

extra centralized controller. AP side system is modified2ih] [

to aggregate workload information and provide association

control according to it. In [20], a more complicated central

scheme for AP association is discussed. One natural alternative to solving the above problem, with
There are also other papers discussing how to multiplexspect to our goal, is to let the clients behave myopicajly b

multiple APs. In [22], it created multiple virtual interfas applying in decentralized AP selection thest-replypolicy.

based on one single wireless card, and made them communi&tplicitly, it means that every user keeps moving to assecia

with associated APs like simultaneously. The paper [23]t buivith the AP that could offer it the best throughpnitil no user

a multi-interface association mechanism to distributeients can gain higher throughput by unilaterally deviating froms i

data traffic on multiple accessible APs in a scenario whege tburrent decision (Nash Equilibrium)

IV. SELFISHUSERSTRATEGY

backhaul link is the bandwidth bottleneck. To simplify the analysis for selfish users, we make two
assumptions in this section. In the next section, we will
I1l. M OTIVATION use a more realistic assumptions. First, we assume that the

We consider an IEEE 802.11 infrastructure network [24], iimterference between the communications of two APs is not
which there aren APs andn stationary clients or users. Givenconsidered, i.e., the nearby APs operate on orthogonaheltean
no central controller and local information, All the clisrare Second, the association procedure of a user is considerzal as
allowed to freely choose an AP within the transmission rangéomic operation, so only one user perform association at a
to associate with. The goal of this papertés maximize the time. The time at which a user makes a decision to change
minimum throughput over all clients APs is marked as decision stepHowever, we do not require

The AP association protocol currently employed in IEEHSers to follow a certain decision order, which means in each
802.11 networks lets a client associate with the AP thatsgivélecision step the user who is picking a new AP could be any
the strongest signal. We term this the Best-RSSI strate§Jie- Under these assumptions, we will show that such selfish
However, the Received Signal Strength Indication (RSSIy m&Ser game always converges to a Nash Equilibrium with non-
not be a good indicator of throughput changes. To illustrate optimal performance. More complicated scenarios evenatann
present a simple case study on certain stationary wirelass L 9rantee the existence of the Equilibrium state [16], [17].
client under an environment where there are a lot of interfee ~ We denote byU, the set of users connecting with AR
and congestion randomly generated by co-existed otherighaSO letn, = |Ua| represent the cardinality of this set. We
the same AP with this client. Figure 1 records during a tinfé€signate byst, the percentage of service time the user
interval the associated AP’s RSSI measured at this clietet sgains from associated AP, afffj corresponds to the throughput
and the MAC layer throughput samplings. Through this pap&f u. And for any useru and APa, we useR,, to denote
we consider the MAC layer throughput if no specification. the transmission rateunder the situation only: is associating

It is easy to observe that the relatively stable state of tMéth a. R.. varies even for the same user. For the rest of this
RSSI does not reflect the relatively intensive fluctuationhef Section, unless otherwise specified, the transmissionreéees
sampled throughput. Thus, RSS! is not suitable and accurf@dhe effective transmission rate, which considers thetme
enough to evaluate an AP’s performance. It is possible to ef@used by retransmissions, random backoff and so on.
up with a situation in which all clients connect to a single T0 examine the performance of this protocol, we consider

AP. In this case, the competitive ratioin terms of average WO aspects: convergence and competitive ratio. The compet
itive ratio here is equivalent to thprice of anarchy using
*competitive ratio is the performance ratio, with respect tmeametric,

between worst outcome of certain association protocol amaptimal strategy fthe ratio of the worst-case social cost among all Nash Egigliover the
case. optimal cost



minimum user throughput as social cost. The following sabsegiven a uset agsociated with AR, its throughput is replaced
tions show first whether the selfish user protocol will evaltyu with 7, in the 7.
stabilize and how fast the protocol will achieve convergeinc  The following defines thdexicographic orderon different
general, and after that give the competitive ratio of theéquol. vectors ?)_ _
Definition 2: One vector7 defined_}abov_e) is called lexico-
graphically larger than the other or if 7's first unequal
In this subsection, we will show how to model this selfisklement is larger than its corresponding position index ione
throughput strategy as a special case of the weighted ctimges7” where both vectors are in ascending order.
game, where the weight of a user varies as the associated ABefinition 3: In ?, T.(s) denotes the throughp(, at the
set, which is singleton, changes. This game is proved to §gcision step.
converged with not ideal speed by leveraging the techniqueye show the convergence of the protocol by identifying a po-
similar to [17]. We start with a lemma to characterize thgantial function and showing that this potential strictigieases

A. Convergence of the Selfish Strategy

throughput calculation. after each step. Consider the vectdr, in an ascending order
Lemma 1:All the users on an AR; have the same through-qf 411 users’ throughput.
put 7, ) Theorem 1: 7 lexicographically increases when a user
To=—=—71 (1) moves from APj to k for better throughpuit.
2ieu, Ria Proof: Based on the assumption that interference is not

Proof: Owing to Carrier-Sense Multiple Access with Col-Considered in this section, we know this migration only in-
lision AvoidancgCSMA/CA) protocol, all the users associatedU€nces two components of : one corresponding to the

to the same AP, no matter what their transmission rates affoughput for AP; that useri just left, while the other corre-

have a fair chance to seize the channel for packet trangmissSPONds to the AR thati has joined. Other components remain
Therefore, given the same packet siz&ny usen: connect- unchanged. Suppose this is the- 1-th decision step. Because

ing to AP ¢ with a transmission rat&,, is assigned a portion USer @ moves for a higher throughpuij.(s + 1) > Tj(s);
of service time froma: and because AP has one less client, its throughput increases:

. ) Ti(s+1) > Ty(s). In aword, if Ty(s) is thep'” component in
st — Ruq _ Rua (20 7 atsteps, T;(s+ 1) andTy(s + 1) reside at two positions
w _z 1 ; i i th
DicU. Bn DuicUs B whose indexes are no smaller thglft (at the right side op

LRpsition inclugngp).

"Assume in7 at steps, (m — q)t" (recall m is the number

o _ 1 of APs) is the first position in which the value is larger than
T, =T, = sty X Ryy = =5~ 3 ) . .
YicU. B the one in positiorp, i.e., there arey throughput larger than

' T; (ﬁ? in 7. Note that only if no throughput is equal 5 (s)
7T at steps, m — q = p. After steps + 1, this numberg
eases by 1 for the reason mentioned abdenjoves to
e right). Thus, thdm — ¢ — 1) position becomes the first

Bpsition that holds different values for stepand steps + 1

a setM of APs, each having a load function depending oiﬁ‘ 7. Obviously,_z}according to the definition of lexicographical

the total weight of the users associated (Definition 1), and®&der. the vectorT” at steps + 1 is larger. =
setU of users, each of whom only can choose one AP from Since we have shown that users’ migration always increases

a permissible subset af/ (in the absence of a coordinatingt® potential -7, this gives us an upper bound (Theorem 2)

authority). The weight of a useron AP j is defined ad.;; = ©n the convergence time in general.

R1}_' Accordingly, maximizing the minimum throughput over. Theprem 2_:Without specifying the conc_rete underlying con-
¥ . . . . . . . .
all’clients is equivalent to minimizing the maximum load pvefiguration, this network st APs andn clients) reaches the

all APs. equilibrium in at mostn™ steps.
Definition 1: The load of an APu. L. is Proof: It is equal to the number of different sorted vec-
’ “'1 tors, which is bounded by the number of network topology
_ o shapshots. In other words, after performing at mast steps,

It is obvious that every user on the same AP has throughp

I
Given the Lemma 1 and assumptions we made, the selflSh
AP selection can be modeled as an extension of the congesf

this potential functionZ will come to a state at which it will

not be larger any more. This means that no matter which user

_For the convergence proof, we introduce a sorted VEC|QLs the chance to make a decision at the next step, it will stay
(in ascending order) of all users’ throughput as the padéntiy, its current AP from its selfish point of view. -
function. According toLemma 1, we can simplify this vector N _

to a new one7 by using7, above to represent respectivelyB- Competitive Ratio

the current throughput of every user associated withaAfor In the following, we obtain the competitive ratio with respe

Y a € M, where M is the set of all APs). Put differently, to the minimal throughput over all clients in the selfish poatl.



We still assume that the number of APsrisand the number o Interference with clients: When client: joins the net-

of clients (or users) isn. We also assume that, among all  work, it might interfere with another clierit. Even though
users, the maximal available transmission rat&,is,, and the i may not directly interfere with the AP (say Afpthatk is
minimal available transmission rate #8%,,;,,. For convenience, associated with (possibly due to being out of transmission
we define the load a client imposes to an AP as the reciprocal range), the interference afon k’s communication may

of the transmission rate of a client when connecting to an AP. change the load on APR. If the load on APj is visible

Therefore, we defing.,,,,, = ﬁ andL,,;, = ﬁ. to client ¢, this scenario is amenable to our analysis;
In a Nash Equilibrium of the selfish strategy, suppose the otherwise, we will ignore the load imposed by this indirect
most loaded AP ig:, which has a load.”, i.e., L. Since this influence because the load change due to this rippling

selfish user game reaches the equilibrium, any client caimgec effect is marginal.

to AP k£ is not willing to move to any other AB. That is, « Myopic network configuration: When a client joins the

LS < Lyae +L; for Vj € {ala € M&a # k}. Thus,L%-m < network, it may not see all the APs because of the limited

Linaz - (m—1) 4+ Z;."Zl Lj <Lpaz - (m—1) +Lyes -1 communication range. If the client does not see an AP, we

assume the load change on that AP owing to the joining
LS < Liaz - (n+m —1) of client ¢ is negligible. Furthermore, in this case, client

- m i will not be able to associate with that AP because there

Then in the optimal strategy, the maximal load over all thesAP  is no usable bidirectional link between the client and the

is LO > ”LT“ In sum, the price of anarchy is AP.

In summary, we study a more practical and complicated
= < wireless LAN model here than the one used in the previous
L n Lomin section. The weight (communication load) a user adds on the

In summary, the selfish user protocol has a high convergergsociated AP might vary as the local network configuration
time and a poor performance when the number of APs is larg@anges or new incoming clients appear.
and the ratio between the maximal and minimal rates is large.The online AP selection algorithm runs as follows. When
a new client appears (in online fashion), it will make an
V. ONLINE ALGORITHM irrevocable association with one of the visible AP so that th

We have shown that both the Best-RSSI and selfish uder NOrm of the loads on all the APs within its transmission
protocols perform poorly under certain scenarios. In tieis-s 'ange, after its join, will be minimized at the moment. Since
tion, we introduce our practical online association stpte the client is unable to affect the other APs that are not in its
Our online algorithm considers merely communication loddfaring range, this algorithm will minimize ttig, norm of all
including interference and congestion, which provides aemothe APs' loads in the systeifi.f + L% + - -+ L%,)'/7 in each
realistic model. new association event. Then we have

The protocol is simple without assuming a complex interac- Theorem 3:The online protocol gives a < i~
tion among clients and APs. We merely assume that, wherf@mpetitive ratio if the protocol is to minimize ttig, norm of
new client joins the network, it can measure the loads (téwal the loads.

Definition 1) of all APs within its hearing range. If the clien Theorem 3 is proven in Appendix using the main idea of [25].
does not affect an AP, or does so with negligible influencEfom theorem 3, we derive that

it does not need to know the load on that AP. For example, Theorem 4:The online protocol is alogm competitive

if a client is far away from an AP, the interaction betweeRrotocol for minimizing the maximal load (O, W.rt.
them or the influence would be marginal and the client wilnaximizing the minimal throughput).

not consider the information on that AP when it makes its Proof: Let the heaviest load among all APs running our
AP association decision. We will show by implementation igrotocol beL,, and the heaviest load among all APs in
section VI that this assumption can be approximately aeievthe optimal minimizing heaviest load protocol Bg,. Thus,
through a practical and low-overhead measurement methed. W'/?L;, = (m - L;))'/? > (35, Li7)» > L(3,L7)r >

do not even assume how the loads will be changed when a cliéft?,)'/? = 1L,,. In other words, theL, norm protocol
joins — although we do assume the load on each AP will e a rm!/P-competitive online algorithm for minimizing the
non-decreasing when a client joins. heaviest load on all APs:m!/» < -m/*_ < m!/P L. When

21/p—1

In the following, we examine several scenarios to show the— 1y, ml/p% reaches its minimum value,log m, in the
7 n ) 7

ramifications of our assumptions and demonstrate how mugsitive real number domaiR*. Thus, we choos&,,,,, norm,
our assumptions conform to the reality. and the competitive ratio, correspondingly,cikg m. [

« Interference with APs: When client: joins the network, Instead of being related to the number of APs and the ratio
it might interfere with the transmission and reception obetween the maximal and minimal rates, the competitive rati
several APs. We denote the loads imposed onjAdtter of this protocol is linear to the logarithm of the number of AP
i makes its association decision Bg;.. Note thatj may an almost constant competitive ratio for a small number of AP
not be the AP that client associates with. which is deemed very promising since a constant competitive

LS < n+m—1 Lo




ratio algorithm usually gives a very good practical perfarmmpe. this to create a packet type to replace the real data packietin
Furthermore, this algorithm has the advantage of compufdAC layer. The intuition is to generate modified probe reques

tional simplicity and feasibility for practical implemetion. traffic to the object APj, similar to the data traffic, to estimate

The expected performance bound, for each client joined, ather APs’ loads as if the clientis associating withj. The

ensured just by the local network information at the momentdetail modifications of the probe request packet are made as

was coming as a new client. It is not necessary to recondislerfollows.

decision once a new association event occurs. In other words

our online algorithm takes exactly steps to finish. In the next « We make the probe request uni-cast, forcing the target AP

section, we demonstrate that this algorithm can be employed to return an ACK upon receiving the packet. This behavior

as a practical and light-weighted association protocoldibr is similar to a station transmitting data packets to an AP.
the-shelf wireless LAN adapters. And this process is important as well for calculating the
throughput.
VI. PROTOCOLIMPLEMENTATION FOR ONLINE « We change the subtype flag in the packet header to prevent
ALGORITHM the AP from returning a probe response, in order not to

We implement aforementioned online algorithm on the pop- introduce unnecessary traffic to the network.
ular commercial wireless LAN adapter by taking advantage The packet size, transmission rate, and inter-arrival tifne
of the legacy standard 802.11 protocol. The implementation Mmodified probe requests are packet-wisely customizable by
is shown using the Click Modular Router toolkit [26]. The  the user, which is able to provide more accurate throughput
association functionality of the MadWifi driver v0.9.4 [2ig] information for specific estimation based on upper-layer
directly taken over by our module. It does not require any applications. This feature is implemented in the probing
change at the AP side, so our implementation can be used in generator module. Its performance is shown in the next
any open 802.11 networks or networks the client is able to Section.
access.

We consider the scenario that wireless link is the bottleneqye also implement an AP filter to make the candidate AP
of a communication connection. The discussion of othersasgt programmable. The user can select a preferred channel,
is out of scope of this paper. Thus, the workload of an ARetwork, and minimal RSSI threshold to customize the list.

is reflected by the wireless traffic on air for this AP. Hergynly qualified APs will be considered for estimation to reeluc
we monitor the uplink stream traffic, ignoring the downsinea gyerhead.

because accuracy improvement of throughput measurement is, . . :

small compared with the extra complexity in the implemen- The_ |mplementgd protoco_l IS descn_bed as pseud_o code
tation experience of [23]. Every channel is considered to _elgorlthm 1). A I',St of candldatel APs is determined in the
interference-free with others, as this type of interfegeiig ISt Place for estimation according to the beacons. In the
ignorable compared to interference inside the channels,ThUSt’ the candidates from _the same chanr_legroup as a set
the computation of th&.,, norm of the AP’s workload can be Ci- For each target AR in C;, the user injects a probing

reduced to per-channel based computation, while the camp rraffic, which consists of modified probe request packets, to
son is still among all channels the AP j, while measuring all members’ loads. After these

In order to realize our online algorithm in the driver, arneasurements, th? user can calculatdllf?/orm loads 'for al
efficient implementation is required to measure every Al members W'thm this channel S€b_ycc, L) ', wherep is the
on the same channel when a cliérjbins a candidate AR *. _natural logarithm of_th_e ”“mber of APs. THis, norm value,
A natural way to obtain this information is to let the client influenced by association with the target AP, will be comgare

perform an association operation withand generate traffic on with thg current best can(_jldat.e AP among all f:hannels. T_he
j while at the same time capturing an uplink data stream fgpmparison strategy applied in the best candidate updating
each AP by passive listening. The packet retransmission iﬂage IS c;ontrolled thrqugh two programmable parametérs. T
duplication does not count. However, the association @E®C irst one 1s the _norm-dlfference threshdldls, and the second
consumes a lot of time, especially for encrypted wirele$€ 1S RSSl-difference thresholf,,. I the norm for the
networks. When the set of association candidates is not sm get AP are at least smallgr than the norm fgr the
the user is not able to bear waiting so long. Neverthelescé’,rrent best AP, the target AP .W'" be the b?St candu_jate AP
sending data packets without association will lead to ti&jec instead of curren'F one. Ot'he'rW|se, the algorithm contintoes
from the object AP because of the IEEE 802.11 standard. ThﬁQ,eCI_( wh’ether this norm is just smaller than’ the current best
we find a more light-weight way to obtain the equivalent Ioa‘&<ijd|0|ate s, as well as whethgr the, target AP's RSS! is at Ief'i
information without association. Currently 802.11 staxda 1rq more than the best candidate’s. If so, the target AP will

require an AP to respond farobe requestseven if the request bg the best; fpr all other cases, we keep the current best AP
is sent by a station not associated with the ARVe leverage without updating. The user treats every member of a channel
set as the target member respectively, and repeats thisgzoc

tAssumei always has some communication demand after association TOr €ach Ch_annel S_et- Aft?r the evaluation of all candidafs A
81t is done automatically by the firmware, transparent to theenpayers  the user will associate with the final best candidate AP.



Algorithm 1 Protocol Description virtual interfaces in the kernel for all upper-layer apptions.
Discovers all available APs Then a script was executed to associate with the target AP in
Applies the filter on discovered APs each experiment. After association and IP assignment, we ra

E)lﬁtz;élhfc'l_teégd APs into candidate list the application and our probing generator to generate #fiéctr

for each APj in C; do respectively. The traffic traces are captured by Wireshark f
Generates a probing traffic {o cumulative distribution function (CDF) calculation of theer-
Estimates the new load of each AP withdn arrival time. In these two experiments, the transmissioa far

Calculates thd.,, norm change
Updates the best candidate AP accordingt@ and T4
end for
end for B. Measurement Accuracy
Associates with the best candidate AP

all streams is fixed at 36Mbps.

The APs’ load information needed in our protocol is de-
rived by monitoring the wireless channels. Although it ig no
necessary for monitoring to capture all packets on the air,
a relatively accurate measurement can help to make a better

We verify the feasibility of our online algorithm and demonassociation decision. Thus we conducted a series of expatim
strate the performance of our protocol implementation is thio investigate the capture missing, which is the main fator
section. Each client is powered by a 1.66GHz CPU with 1 Ggause the measurement error of the load. In this paper, we are
RAM, running on Linux kernel 2.26.24. A D-Link WNA-2330 focusing on the Atheros 5212 chipset, while other chipsats c
with Atheros 5312 chipset wireless card is used. be easily studied like this as well. We set up two laptops with
a distance of 10 feet between them. One is the target laptop,
which is used to generate a data stream for measurement. The
other laptop acts as the monitor to estimate the data thpauigh

VIl. EVALUATION

A. Application Aware Probing

VolP Emulation SCP Emulation

1 1 from the target laptop. To make our experiment comprehensiv
we use different transmission rates when transmitting #ta d
08 08 streams. The rates used are 1Mbps, 2Mbps, 5.5Mbps, 11Mbps,
18Mbps, 36Mbps, and 54Mbps. We also use different inter-
06 06 packet times of 5ms, 10ms, 15ms, and 20ms at each rate,
K b respectively. The packet size in all trials is 1000 byteg] an
00.4 00.4 every trial last 5 seconds for data stream generating and
capturing. The experiment results are shown in Figure 3. The
02 02 x axis presents the captured packet number in each trial at the
~VoIP real tracd —_SCP real trace monitor laptop side, while thg axis presents the number of
o —Probing trace —Probing trace transmitted packets counted at the target laptop side.clear

0 002 004 006 008 % 0.02 004 006 008 that if there is no error, all points (star or circle) shouddl f
on the green dash ling = x. Based on these experimental
Fig. 2: Upper-layer application stream emulations. results (excluding the six outliers), we are able to cakeuthe
best linear fitting by using the Least Square method, which
Since our modified probing stream, used to emulate the régishown as the red ling; = 0.8806 x z. 0.8806 is used for
data stream, is programmable in terms of the packet siz; intestimation calibration with respect to the Atheros 521séi,
arrival time, and transmission rate, it is easy to genefageific i.€., estimation = measirement
streams to mimic the data stream of a certain applications;Th

the client is able to find out the "best” association AP with

respect to the application it wants to use. Figure 2 dematestr _ 1000 normal result

how similar our probing can be to the secure copy (SCP) and g 800 igz‘s“te“rnear fitting

VoIP protocols, respectively. The SCP protocol used is the E

Unix scp command line program. SCP transfers a single file £ 600

from a laptop to a remote desktop on the Internet through a &

commercial AP on the channel 6 with RSSI -58. The packet é 001

size of the probe emulating SCP is 1500 bytes, and the inter- % 200l

arrival time is presented at the right of Figure 2. On the left =

side of Figure 2, we choose Skype as the VoIP application to % 00 200 500 860 1000
set up a communication between two laptops through the sami captured packet number
commercial AP on the channel 1 with RSSI -33. The probing

packet used in this experiment is 200 bytes on average. For bo Fig. 3: Calibration Experiments for Atheros 5212 chipset

experiments, we first brought up our driver module to create



TABLE I: Comparison Experiment Settings 1800

APs ‘ ‘ ‘ Wl Online
ID Model Channel 1000 %Ei{:&‘gﬂghw
AP-1 LinkSys WRT54G CH 11 1400¢
AP-2 D-Link DI-713P CH 11 12001 ]
AP3 LinkSys WRT54G CH1 » 10001
Clients g 800
ID Adapter | Pkt payload| Inter-pkt | Transmission
(byte) time(ms) | rate(Mbps) 600r
STA-1 | internal | 1000 5 2 400+
STA-2 | internal | 1000 5 11
STA-3 | external | 1000 5 11 2001 H H H
STA-4 | external | 1000 5 11 0

trials

. . Fig. 4: Comparison Experiment Results
C. Comparison Experiment

We conduct an experiment to compare our association
method with other practical ones, the Best-throughput aeat-8 from 3 sec to 8 sec. When the AP number grows, the Best-
RSSI strategies. Best-throughput here is one special dasdhgoughput protocol spends much more time than ours. There-
the selfish strategy, of which the convergence speed can B the overhead of the selfish protocol, which is equivale
bad. It means every client will make an irrevocable assiriat 10 Multiple runs of the Best-throughput protocol, is everrseo
decision to maximize its own throughput. In the experiment,"uS, our protocol is the most efficient one.
there are th_ree APs consi;ting of extended service s€ESS) VIIl. SIMULATION RESULT
and four wireless LAN clients. Two of the APs (AP-1 and

. . We use simulations to evaluate our association protocol on
AP-3), whose process capabilities are relatively strorigan P

! . . larger scale with more wireless nodes and various con-
thgz thirds , are s'et n ghannels 1 and 11, respectively, amd igurations. We use NS2 version 2.33 as our simulator. The
th.lrd one (AP-2) is set in channel 11 as well. Three of the fowgultiple channel feature is patched into the NS2 wireless
S:;;EIZ’ dS;rQ;iln' ET;;azsir:)?/vﬁ-li-nAﬁa’bell{aelpm close to each Oth%r()rtion following the instructions of [28]. The MAC layerpg
. 9 ) o . .15 802.11, while the radio propagation model is two-raytuh

The experiment includes four tnals.. In each trial, Che.mﬁ\d—Hoc routing protocol is disabled since we are focusing
c?mte to JI(:Ih the ESS t()nlnebby one tm uts[ng th? Sar?;.%%:g'a%%nthe infrastructure type of wireless LAN. The RTS/CTS
strategy. 111S reasonable because hat, In real world,| mechanism is also disabled. The data traffic for users is a UDP
perform t_he assquau_o n operation is statistically much_il_lm_ stream with a packet size of 1000 bytes and average inter-
than the |nt.er-arr|v§| time betvx-/e.en new users, so the pmgs|_b arrival time of 1 ms. The transmission rate is set to 11 Mbps.
f[hat two Cl'enFS.V\."" want to_Jom the ESS at the same .t'mﬁ"he selected channels include 1, 4, 5, 6 , and 11 for covering
is low. After joining, the client will generate traffic usiNg e orthogonal and adjacent channel cases. The throughput
the configuration in table | to the associated AP. A trial wi easurements are between the wireless nodes
repeated .three tlme_s, one for each association strateg)_/. We implement the following three practical association-pro

The minimum client throughput for each strategy in thﬁ)cols for comparison
four trials are presented in Figure 4. Our algorithm perform 1) Online. This is .our proposed online algorithm. It is
better than the other two because it can balance the APs implem.ented as described in Algorithm 1 '
workloads and reduce the interference among all wirelessz) Selfish The behavior oSelfishis defined iﬁ section IV
nodes. The performance of the Best-throughput is unstabté, "
it also indicates that the selfish strategy cannot competie wi ;cr) ;ttge Si:: L(—:éas\,/c;r: thg;éhe;:n;:r?::;?afiszsd ::ans?:l:h
ours under similar overhead costs. Meanwhile the Best-RSSI 9y Y ' y

strategy often makes all clients associate with the same AP. pro_to_col for 5. rounds. In the first round, the C"ef“s come
to join the wireless LAN one by one. Each client will

D Overhead assoc_iate with every AP to measure the L_JDP throughput
' and pick the one who is able to offer the highest value. In
All three protocols mentioned above need an AP discovery each of the next four rounds, every client will repeat the

phase. However, Best-RSSI does not have any other overhead, above process to adjust its association based on current

whereas Best-throughput and our protocol need extra time to  wireless LAN association topology. Finally, every client
evaluate every discovered AP. For each channel, our protoco  will keep its association with the AP it picks in the last

spends a fixed amount of extra time, 5@@s, on passive round.

listening, compared with the Best-throughput one. Newdetts,  3) Ideal. This is the globally optimal association solution
the Best-throughput protocol requires real de-associagiod in terms of maximizing the minimum throughput over
re-association operations, including the IP assignmesfore all clients. Ideal is obtained by enumerating all possible

every measurement. These operations consume a lot of time, association topologies, given a specific scenario setting



only including the location and channel assignment in-
formation. In the real world, it is not practical because
of its complexity.

Every experiment conducted below consists of many trials.
Each trial has its own scenario configuration. The configu-
ration provides the locations of all wireless nodes and the
APs’ channels. Both of these two information are randomly
generated. Every throughput measurement, no matter whethe = _,,|
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it is for a data stream or probing stream, takes 3 secondsin th €
simulation.
The first simulation is to study the competitive ratio of

0

. o . .. Fig. 7: Simulation result for 20 clients and 6 APs witl8ifi x 90. The simulation repeated
online Compared withideal from the perspeCt|Ve of emp|r|cal 30 times. Each bar is the representative of minimum throughput difference for regch t

10 15 20 25 30
sorted trials

experiments. The experimental value of the competitivie liat  The results are sorted in ascending order

a good indicator of the performance gap on average between th

online andideal The statistically stable performance is also a
concerned issue to the users in the real world. This expatime
randomly picked 50 scenarios for testing. For every scenari
the competitive ratio in terms of the minimal client thropgh
shown in Figure 5, is calculated based on the test result of
online andideal The theoretical upper bound is also provided
for comparison. The simulation results shows that about 86
percent of competitive ratio is above 0.47, arafo are quit

N
o
S

throughput difference (kbps)

10 25 30

15
sorted trials

stable, just around 0.5. The worse competitive ratio among £ 300
these 50 trials is 0.313, while the theoretical upper bound, 0
computed from—_—, is 0.232.
elogm
1.5 -
« experimental result
o —theoretical upper bound
g
— 1—. . - . . . . B
2
kS|
50.5, r e etartae e ewakita aeres v eeasa e |
O0 16 ‘ 3‘ 40 5b

Fig. 5: Competitive ratio results, w.r.t. minimal client throughdot, 5 clients and 3 APs
within 20 x 20. The simulation repeated 50 times with different configurations.

1500 T i i ; . .

1000,
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o

min throughput difference (kbps)

500 5 10 15 0 25 30
sorted trials

Fig. 6: Simulation result for 10 clients and 3 APs witliii x 30. The simulation repeated
30 times. Each bar is the representative of minimum throughput difference for régich t
The results are sorted in ascending order

Fig. 8: Simulation result for 30 clients and 9 APs withi50 x 150. The simulation
repeated 30 times. Each bar is the representative of minimum throughput difference fo
each trial. The results are sorted in ascending order

to show the performance in large scale deployments. In the
first experiment, there are 10 clients and 3 APs within a
rectangle of30 x 30; the second one has 20 clients and 6
APs located in a rectangle @0 x 90; 30 clients and 9 APs
are involved in the third experiment within a rectangle of
150%150. Each experiment ran 30 trials. For each trial scenario,
both our strategy and the selfish strategy were applied fr th
association processes of all clients on this setting, isedy.
After finishing all users’ association processes, we mesaktire
UDP traffic throughput for every client and found the minimum
Tontine for onlineandZ.,; ¢4, for the selfishstrategy. Then the
minimal client throughput difference, shown in Figures 6, 7
and 8, is calculated by using f f = Toniine — Tscifish- These
figures show that, even through the selfish protocol is akbwe
to consume more time, our strategy is more often to perform
better in terms of maximizing the minimum client throughput
In the online strategy, since every client only needs to run
our association once, the following clients in the futurd nit
affect the behaviors of current associated clients. Medawh
for the selfishprotocol, the unexpected new clients can easily
break the current equilibrium into an unstable state, whidh
interrupt the usage of users. Thus, thdine is more practical
and less-intrusive. From the figures, it is shown that ours ca
despite not knowing who will come to join the network, reduce

Next, we conducted a scale-up comparison simulation ke performance downgrade for the client who has the minimum
tween online and selfish which includes three experimentsthroughput.
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In this paper, we consider the problem of AP association ] R. Chandra, P. Bahl, and P. Bahl, “Multinet: connectiognultiple ieee
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real system implementation experience, a new, practicel, a
better AP association protocol is possible. APPENDIX

The proof of Theorem 3
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T_he authors would like _to thgnk all the rewewerls fOF]etWOI‘k. Our protocol shows that clientwill associate with APh.
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