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Abstract We present an empirical study on the ef-

fects of translucency on photometric stereo. Our study

shows that the impact on the accuracy of the photo-

metric normals is related to the relative size of the geo-

metrical features and the mean free path. We show that

under simplified conditions, the obtained photometric

normals are a blurred version of the true surface nor-

mals, where the blur kernel is directly related to the

subsurface scattering profile. We furthermore investi-

gate the impact of scattering albedo, index of refrac-

tion, and single scattering on the accuracy. We perform

our analysis using simulations, and demonstrate the va-

lidity on a real world example.

Keywords Subsurface Scattering · Photometric

Stereo

1 Introduction

Digitally reproducing the appearance of physical ob-

jects is a difficult and important problem in computer

graphics and computer vision. Both shape and reflec-

tance need to be accurately characterized in order to

obtain a faithful reproduction. While modern geome-

try acquisition techniques are capable of achieving sub-

millimeter accurate results [12], these methods make no

guarantees on the accuracy of the resulting surface nor-

mal. However, accurate surface normals are important

to faithfully reproduce surface reflectance. A practical

solution is to directly acquire surface normals that are
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then subsequently used to augment the high resolution

geometry [18].

Photometric stereo [21] is a lightweight and versa-

tile method for direct acquisition of surface normals.

The original formulation of photometric stereo is only

strictly valid for unoccluded Lambertian surfaces, and

has been extended and generalized to handle, amongst

others, shadowing, specularities, and general surface re-

flectance. However, a key assumption that underlies all

photometric stereo variants is that the reflected radi-

ance is directly proportional to the incident irradiance

at each surface point.

The appearance of translucent materials, such as

milk, skin, marble, etc., is characterized by the subsur-

face transport of incident lighting. Due to the multiple

subsurface scattering events that incident lighting un-

dergo, the directional dependence to the incident light-

ing is lost [20]. This apparent diffuse reflectance behav-

ior seems to indicate that translucent materials are ide-

ally suited for traditional photometric stereo. However,

the incident irradiance at a surface point can contribute

to the exitant radiance at potentially many other sur-

face points, breaking the critical assumption that inci-

dent and exitant radiance at a surface point are tightly

coupled.

In this paper, we perform an empirical study to in-

vestigate the impact of violating the coupling of inci-

dent and exitant radiance assumption on the accuracy

of photometric stereo on translucent materials. We per-

form simulations based on Jensen et al.’s [14] dipole-

diffusion model and compute the accuracy of photo-

metric stereo as a function of mean free path, scattering

albedo, mean cosine of the phase function, and number

of light source directions. Our analysis shows that the

ratio of geometric feature size versus mean free path and

single scattering play an important role, whereas the
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other parameters influence the error less. We demon-

strate the validity of our analysis on a physical material

sample.

To the best of our knowledge, the relation between

the coupling of incident and exitant radiance has not

yet been explored in the context of photometric stereo.

With the ever increasing drive for higher resolution ge-

ometry, understanding this relation and its impact on

the accuracy of photometric stereo becomes critical as

materials that at low or moderate resolution appear

diffuse, can exhibit subsurface light transport when ex-

amined at a finer resolution.

2 Related Work

Photometric Stereo. Photometric stereo, first intro-

duced by Woodham [21], is a convenient and lightweight

technique for estimating surface normals of unoccu-

luded Lambertian objects, from as little as three obser-

vations under different directional light sources. Com-

puting the surface normal of a pixel involves solving

a linear system: O = NL, where O is a 1 × 3 vec-

tor of observed radiance values under the three light

source directions L = [L1, L2, L3] (a 3× 3 matrix), and

N , a 1 × 3 vector, is the unknown unnormalized sur-

face normal. Photometric stereo is only strictly valid

for unoccluded Lambertian objects under known direc-

tional lighting. Since its inception, several variants have

been proposed that extend photometric stereo to handle

more general lighting conditions (e.g., [16,3]), shadows

(e.g., [2]), non-Lambertian reflectance (e.g., [9,1]), etc.

Ma et al. [15] propose to employ spherical gradient illu-

mination to estimate photometric normals, and observe

that there is a discrepancy between so-called “diffuse”

and “specular” normals and speculate that this is due

to interreflections and subsurface scattering. None of

the above has analyzed the impact of the different pa-

rameters of subsurface scattering on the accuracy of

photometric stereo.

Subsurface Scattering. Light transport in a translu-

cent material is characterized by the 8 dimensional Bidi-

rectional Subsurface Scattering Reflectance Distribu-

tion Function (BSSRDF) [19]. However, simulating sub-

surface light transport directly using the 8D BSSRDF

is computationally expensive. For optically dense ma-

terials, Stam [20] noted that light transport can be ac-

curately approximated by a diffusion process. Jensen

et al. [14] introduced the dipole-diffusion approxima-

tion, an analytical solution for the diffusion process in a

planar, semi-infinite slab of a homogeneous translucent

material. Donner and Jensen [5] extended this model to

multi-layer translucent materials. Recently, d’Eon and

Irving [4] introduced the quantized diffusion model that

more accurately approximates subsurface light trans-

port for a wider range of translucent materials. The

above papers focus mainly on image-synthesis. We will

employ the dipole-diffusion approximation to predict

the impact of translucency on photometric stereo.

Shape Acquisition of Translucent Objects. Ac-

quiring the shape of a translucent object is a challenging

problem. Godin et al. [7] study the optical properties

of marble under laser range scanning, and observe a

significant bias in depth measurement. To avoid such

bias, Goesele et al. [8] resort to “dusting” the translu-

cent object, effectively eliminating subsurface scatter-

ing, to obtain more accurate shape estimates. Nayar

et al. [17] propose a novel method to separate direct

reflection from subsurface scattered reflected illumina-

tion using multiple high-frequency sinusoidal illumina-

tion patterns. Holroyd and Lawrence [11] formally an-

alyze the applicability and expected error of using this

separation technique on optical triangulation methods.

Recently, Inoshita et al. [13] reconstruct the shape of

a translucent object by only looking at the single scat-

tering component. Finally, Ma et al. [15] compute pho-

tometric normals from the direct surface reflection of

translucent materials under spherical gradient illumi-

nation. They exploit the fact that multiple scattering

tends to depolarize incident lighting, and rely on polar-

ization difference imaging to separate subsurface from

surface reflections. While they observe that the “dif-

fuse” photometric normals are significantly less sharp,

they do not formally analyze the error with respect to

scattering parameters.

3 Empirical Study

To study the effects of translucency on the accuracy of

photometric stereo, we simulate subsurface light trans-

port in a simplified setting. This allows us to carefully

control all the relevant parameters and study the influ-

ence of each of the parameters separately.

Background. In our simulation we consider a homo-

geneous optically dense translucent material, and model

the 8D BSSRDF [19] over incident position xi, outgoing

position xo, incident direction ωi and outgoing direc-

tion ωo as the sum of a single scattering and a multiple

scattering term:

S(xi, ωi;xo, ωo) = S1(xi, ωi;xo, ωo) + Sd(xi, ωi;xo, ωo).

(1)

Multiple scattering Sd(xi, ωi;xo, ωo) can be further re-

fined as:

1

π
Ft((ωi · nxi), η)Rd(||xi − xo||)Ft((ωo · nxo), η), (2)
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where nx is the surface normal at position x, Rd(||xi −
xo||) is the diffuse reflectance describing the subsurface

transport from point xi to xo, and Ft is the Fresnel

transmission term with index of refraction η. In our

analysis we employ the dipole-diffusion approximation

for Rd [14]. However, our analysis is not specific to the

the dipole-diffusion model, and other models, such as

the quantized diffusion model [4], can also be used.

Finally, we employ the BRDF approximation of Han-

rahan and Krueger [10] for the single scattering S1

term:

fr
1(x, ωi, ωo) = αF

p(g, ωi
′ · ωo′)

|(nxo · ωi′)|+ |(nxo · ωo′)|
, (3)

where α is the scattering albedo, F the product of the

incident and exitant transmission terms Ft, p(g, ωi
′ ·

ωi
′) is the phase function in terms of the mean cosine

g ∈ [−1,+1], and the refracted incident and outgoing

directions ωi
′ and ωo

′ respectively.

We ignore surface reflectance and assume directional

(i.e., distant lighting). Furthermore, we only consider

subsurface light transport and ignore interreflections.

Setup. Our simulation setup consists of an ortho-

graphic camera looking down (along the Z axis) onto

a planar homogeneous sample of 10cm2. The sample

only exhibits sinusoidal surface depth variation (with a

wavelength of 1cm and an amplitude of π2 cm) along the

X axis, while remaining constant along the Y axis, as

shown in Figure 1. The surface sample is illuminated by

a variable number of light sources equally distributed

in a 40◦ cone around the view direction, ensuring that

foreshortening is non-zero (i.e., (nxi · ωi) ≤ 0) for any

surface point xi and directional lighting direction ωi.

Unless noted, we employ three directional light sources

in our simulations.

For each lighting direction, the outgoing radiance is

computed for every surface point xo at a resolution of

500 × 500 (a pixel to mm ratio of 0.2), and fed into a

least squares photometric stereo algorithm. For each

estimated photometric surface normal n̂xo , the error

with the ground truth normal nxo is computed as the

angle between the estimated and ground truth normal

expressed in radians: | arccos (n̂xo · nxo)|.
Multiple Scattering. For our first experiment we

only consider multiple scattering, and set η = 1.0 (i.e.,

Ft = 1), and g = 0. In this case the outgoing radiance

L(xo, ωo) becomes:

L(xo, ωo) =
1

π

∫
A

Rd(||xi − xo||)(ωi · nxi)dxi,

=
1

π
(ωi ·

∫
A

Rd(||xi − xo||)nxidxi),

=
γxo
π

(n̂xo · ωi). (4)

Fig. 1 The ground truth normal map employed in our sim-
ulations. The sample size is 10cm2, and the amplitude of
the sinusoidal normal variation is π

2
cm. The inset shows the

false-color coding of the normals.

where γxo is a spatially varying scalar scale factor, n̂xo is

the normalized blurred surface normal that is the result

of the sum of the surface normals around xo weighted by

the diffuse reflectance Rd. An alternative interpretation

is that the blurred normal is proportional to the convo-

lution of the normal field with the diffuse reflectance:

n̂xo ∼ (n ∗Rd)xo .
Note that Equation (4) matches the Lambertian re-

flectance model, where γxo plays the role of a spatially

varying albedo map, and the blurred normal n̂xo acts

as surface normal. Consequently, the normal estimated

through photometric stereo will be the blurred surface

normal n̂xo .

From this analysis it follows that the accuracy of

photometric stereo on a translucent material (only ex-

hibiting multiple scattering and with an index of re-

fraction of 1.0), depends on the shape of the diffuse

reflectance Rd. If Rd is a delta function (and thus no

subsurface scattering occurs), then the blurred normal

n̂ will exactly match the ground truth normal n. To

better understand the impact of the shape of the dif-

fuse reflectance Rd, we plot (Figure 2) the average error

on the setup described above for a dense sampling of

scattering albedo α (vertical axis ranging from 0.1 to

1.0) and mean free path ld (horizontal axis ranging from

0.35 to 6.5)1.

From Figure 2 it can be seen that the average error

increases with increasing ld – increasing mean free path

implies a more translucent material. Indeed, at the ex-

1 Scattering albedo is defined as: α = σs
σs+σa

; the ratio

of scattering over scattering+absorption. Mean free path is
defined as: ld = 1

σs+σa
.
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Fig. 2 The average angular error plot for photometric nor-
mals computed from observations under three directional
light sources, and for multiple scattering only, without taking
Fresnel transmittance into account (i.e., η = 1.0) for scatter-
ing albedo α ∈ [0.1, 1.0] and mean free path ld ∈ [0.35, 6.5].

Fig. 3 The impact of varying mean free path (vertical axis)
on a slice from the normal map. As mean free path increases,
the features in the normal map gradually become blurred out.

treme right, the extent of the diffuse reflectance profile

significantly exceeds the wavelength of the sinusoid, and

all normal variation is essentially blurred away. This is

illustrated in Figure 3 where we repeat a single line

(horizontal) from the recovered normal map for a fixed

α = 0.8 and increasing ld (vertical). Note that chang-

ing the wavelength of the sinusoidal surface variation,

is equivalent to scaling mean free path inversely by the

same scale factor [6]. Thus, changing the relative size of

the geometric features results in a similar average error

plot but scaled along the Y-axis.

Effect of Index of Refraction. The previous anal-

ysis employs an index of refraction of 1.0 which is not

very realistic. If we allow the index of refraction to

take on other values than 1 (i.e., Ft 6= 1), then we

can make two observations. First, the exitant Fresnel

transmittance term is independent of xi and thus does

not impact the integral over the irradiance. Second, for
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Fig. 4 A comparison of
Ft(ωiz,η)ωiz

Ft0
for varying indices of

refraction.

plausible indices of refraction, Ft remains fairly con-

stant over a large portion of its domain, varying only

significantly towards grazing angle. However, towards

grazing angle the foreshortening goes to zero, limiting

the impact of the drop in Fresnel transmittance. There-

fore, we can approximate Ft((ωi · nxi), η)(nxi · ωi) by

Ft0 × (nxi · ωi), where the scalar Ft0 is the transmit-

tance at normal incidence (Figure 4). Thus, Equation

(4) can be rewritten as:

L(xo, ωo) =
1

π

∫
A

Ft((ωo · nxo), η)Rd(||xi − xo||)

Ft((ωi · nxi), η)(ωi · nxi)dxi,

≈ Ft0Ft((ωo · nxo), η)

π

(ωi ·
∫
A

Rd(||xi − xo||)nxidxi),

=
γxo
π

(n̂xo · ωi), (5)

where the Fresnel transmittance terms are absorbed in

the scale factor γxo , yielding a similar expression as

before. Note that the diffuse reflectance Rd changes

slightly in shape as index of refraction changes.

Figure 5 shows the average error for indices of re-

fraction of 1.1, 1.3 and 1.5. As predicted, the difference

with the average error plot (with index of refraction of

1.0) shown in Figure 2 is minimal.

Single Scattering. Single scattering is often approx-

imated as a BRDF. Therefore, it does not break the

assumption that incident irradiance is tightly coupled

to exitant radiance. While not exactly Lambertian, de-

pending on the mean cosine g, single scattering can have

an approximate Lambertian behavior for a large range

of incident directions.

Due to the linearity of light transport, the observed

radiance from a translucent material can be written as

the sum of the exitant radiance due to single scattering

L1 and the exitant radiance due to multiple scattering



An Empirical Study on the Effects of Translucency on Photometric Stereo 5

4

0.6

0.5

0.4

0.3

0.2

0.1

0

1.0

0.8

0.6

0.4

0.2

2 3 4 5 61 2 3 4 5 61

Mean Free Path (ld), η = 1.1 Mean Free Path (ld), η = 1.3 Mean Free Path (ld), η = 1.5

S
ca
tt
er
in
g
A
lb
ed
o
(α

)

2 3 5 61

Fig. 5 The average angular error plot for photometric normals computed from observations under three directional light
sources, and for multiple scattering only, with varying index of refraction η ∈ {1.1, 1.3, 1.5}, for scattering albedo α ∈ [0.1, 1.0]
and mean free path ld ∈ [0.35, 6.5].

Ld:

L(xo, ωo) = L1(xo, ωo) + Ld(xo, ωo). (6)

However, since photometric stereo is a linear process

too, the resulting normal is also a linear combination

of the blurred multiple scattering normal n̂d, and the

single scattering normal n̂1:

n̂xo =
γ1n̂

1
xo + γdn̂

d
xo

|γ1n̂1xo + γdn̂dxo |
. (7)

The relative contribution of single scattering to the

resulting estimated photometric normal depends on the

normalization constants γd and γ1, which in turn de-

pend on the mean cosine g. Figure 6 shows error plots

for g = −0.5, 0.0,+0.5. We observe that, while the ac-

curacy improves for all cases, the impact of backscat-

tering (i.e., g < 0) is stronger than of isotropic scat-

tering (g = 0), which in turn is stronger than forward

scattering. However, for |g| → 1, the reflectance be-

havior is significantly non-Lambertian, at which point
the presence of single scattering negatively impacts the

accuracy of the estimated normals.

Lighting Directions. As a final experiment, we in-

creased the number of light source from three to four,

and solve for the photometric normal in a least squares

sense. Using more than three light sources can often

help in improving the photometric normal estimate.

Figure 7 shows the average error plot for multiple scat-

tering (η = 1.3). Due to the diffusion of exitant radi-

ance, increasing the number of light source does not

provide additional information, and the obtained pho-

tometric normals are identical. From this it can be con-

cluded that increasing the number of light source direc-

tions, will not yield a significant improvement in accu-

racy.

Physical Validation. We show the validity of our

analysis by capturing the photometric normals of a trans-

lucent soap sample. We estimate both the normals from

multiple scattering only, and from the full subsurface

scattering light transport (i.e., single scattering and
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Fig. 7 The average angular error plot for photometric nor-
mals computed from observations under four directional light
sources, and for multiple scattering only, with η = 1.3, scat-
tering albedo α ∈ [0.1, 1.0] and mean free path ld ∈ [0.35, 6.5].

multiple scattering). Out setup consists of a DSLR cam-

era located approximately 1.5m away from the subject,

and four flash light sources placed around the camera

aimed at the sample. We place a linear polarizer in front

of the camera, and to the light sources. We tune the
linear polarizers on the light sources such that specular

reflections from a dielectric ball are canceled out (i.e.,

cross polarized). We calibrate the light directions and

intensities of the individual flash lights using a Spec-

tralon sphere. Next, we capture two pairs of four pho-

tographs, one pair cross polarized I0i , and one pair I90i
where we rotate the linear polarizer on the camera by

90 degrees. The images I0i will only display (half of)

multiple scattered light, and I90i contains all reflected

components: (half of) multiple scattering, (full) single

scattering, and is potentially polluted by specular sur-

face reflectance. The sum of both Ii = I0i +I90i is equiv-

alent to a photograph without a polarization filter in

front of the camera.

Figure 8 shows (on the right from top to bottom)

2I0i , Ii− 2I0i , and Ii for a single lighting direction. The

difference image shows the amount of single scattering

that was canceled out in I0i . Note, that this difference

also clearly contains some specular “pollution”, which

will affect the photometric results. Figure 8 (right) shows
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Fig. 6 The average angular error plot for photometric normals computed from observations under three directional light
sources, and for multiple scattering and single scattering (i.e., η = 1.3) with the mean cosine g ∈ {−0.5, 0.0,+0.5}, for
scattering albedo α ∈ [0.1, 1.0] and mean free path ld ∈ [0.35, 6.5].

Cross-polarized Red Channel Cross-polarized Green Channel

Cross-polarized Blue Channel Unpolarized Blue Channel

Cross-polarized

Unpolarized
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Fig. 8 Left: Photometric normals estimated from a translucent soap sample. Note how multiple scattering blurs out most
surface details compared to the multiple+single scattering photometric normal map. Further observe the effect of the wavelength
dependent diffuse reflectance Rd on the sharpness of the photometric normals. Right-top: a cross-polarized captured image,
exhibiting only multiple subsurface scattering, used to compute the multiple scattering photometric normals. Right-middle:
polarization difference image showing the specular surface reflectance and single scattering removed by cross polarization.
Right-bottom: unpolarized photograph of the translucent soap, showing both reflectance due to multiple as well as single
scattering.
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the resulting photometric normals computed from I0i
(computed separately for the red, green and blue color

channels) and the photometric surface normals com-

puted from the blue color channel of Ii.

As predicted by our analysis, it can be clearly seen

that the photometric normals computed from only mul-

tiple scattering exhibits very little surface detail. Since

mean free path and scattering albedo are wavelength

dependent, the “blur” kernel Rd differs. Consequently,

the photometric surface normals for the different color

channels differ slightly, resulting in blurrier normals for

the red color channel, and the sharpest normals for blue.

This illustrates, that indeed as predicted, an increase in

mean free path yields more blurred surface normals, and

thus less surface details. While the photometric normals

computed from Ii are biased due to specular surface re-

flection, it can be seen how much surface detail is lost

by only considering multiple scattering.

4 Conclusions

We have presented an empirical study on the effects

of translucency on photometric stereo. We have shown

that multiple scattering has a blurring effect on the

photometric normals, resulting in a less detailed shape

characterization. We have shown that the relative size

of mean free path versus geometrical feature size is the

primary parameter that determines the accuracy of the

results. We have found that index of refraction and scat-

tering albedo have less of an impact on the final error.

Although we rely on the dipole-diffusion approximation

for our analysis, our analysis well-predicts the types of

error that will be encountered when acquiring the sur-

face normals of a physical translucent sample.

Our analysis currently ignores interreflections and

specular surface reflections. For future work we would

like to include these factors too. Furthermore, we rely

on the dipole-diffusion approximation which does not

necessarily model translucent materials well for small

scattering albedo. Employing a particle simulation to

accurately simulate the light transport would yield a

more accurate analysis.

To the best of our knowledge, our work is the first

to investigate the impact of translucency on the accu-

racy of photometric stereo. We hope that our work will

inspire other researchers to develop new variants of pho-

tometric stereo that can yield accurate surface normals

for translucent objects.
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