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Sampling Reflectance Functions for
Image-based Relighting

Pieter Peers

Department of Computer Science,
Katholieke Universiteit Leuven

ABSTRACT

A popular research topic in computer graphics is the acquisition of the appearance
of real-world objects. An important aspect of the appearance of an object is how it
reacts to incident illumination.

The goal of image-based relighting is to visualize real objects under novel inci-
dent illumination, and this without explicit knowledge of the object’s geometry or its
material properties. The appearance of an object under incident illumination is char-
acterized by itsreflectance field. To acquire such a reflectance field, a series of pho-
tographs, from a fixed viewpoint, of the object is recorded under different controlled
illumination conditions. Applying different illumination conditions to an object is
mathematically equivalent to sampling its reflectance field.

In the first part of this work, the physical and practical constraints imposed on
image-based relighting are studied, and a mathematical framework is derived that
encodes these constraints. This framework allows to describe, study, and compare
existing relighting techniques, and allows to develop new,more efficient, methods.

In the second part, the implications of sampling the reflectance field are studied
in detail, and several reconstruction techniques are presented to enhance the visual
and numerical quality of the relit results. Additionally, it is shown that an equivalent
downsampling operator can be defined on the incident illumination that yields iden-
tical results with less computations as the advanced reflectance field reconstruction
techniques.

Two novel acquisition methods are presented in the third part of this disserta-
tion. These methods differ from other acquisition methods in that they sample a
wavelet represented reflectance field directly. The first of these methods samples the
reflectance field selectively in the wavelet domain by progressively emitting selected
wavelet basis illumination conditions. A feedback loop is used during acquisition
to determine what part of the wavelet transformed reflectance field is worthwhile to
sample in greater detail. The second technique also samplesthe reflectance field selec-
tively in the wavelet domain, but decouples the acquisitionprocess and the sampling
of the wavelet represented reflectance field. To achieve this, the object is observed
under a fixed number of wavelet noise illumination conditions. Afterwards, a progres-
sive algorithm is used to determine the reflectance functionof each pixel separately
using the observed wavelet noise responses of this pixel.

All of the previous techniques are restricted to 2D incident light fields. In the final
part of this work, a novel method is presented that is able to relight objects with 4D
incident illumination. This allows to visualize objects with spatially varying illumina-
tion effects such as spotlights effects and partial shadowing.
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Notations and Symbols

Notations

s scalar value
V a vector of scalar values of lengthl (i.e., anl ×1 matrix)
vi or (v)i the i-th element of a vectorV
[vi ]i a vector defined by the scalar valuesvi with i ∈ {1, ..., l}
M a matrix of scalar values of sizel ×k
M i the i-th row of a matrixM . The row is a 1×k matrix.
M i:s the i-th row upto thes-th row of a matrixM .

The result is a(s− i +1)×k matrix.
M ·, j the j-th column of a matrixM . The column is anl ×1 matrix.
M ·, j :t the j-th column upto thet-th column of a matrixM .

The result is anl × (t− j +1) matrix.
mi, j or (m)i, j the matrix element at thej-th column andi-th row.
[M1; ...;M l ] the matrixM defined by the rowsM i .

Note that a semicolon “;” is used to seperate different rows.
[M ·,1|...|M ·,l ] the matrixM defined by the columnsM ·,i .

Note that a vertical line “|” is used to seperate different columns.
R (·) an operator on a scalar, vector, matrix, or other operator.
s a set of lengthn.
s[i] the i-th element of a sets.
||V||2 the length of a vector.
·̃ an approximation of a scalar, vector, matrix, or operator.

M the dual of a matrixM (i.e.,MM
T

= I ).

Important Symbols

L incident illumination vector.
C outgoing illumination vector.
S self-emitted illumination vector.
T light transport matrix.

S serialization operator.
R resample operator.
U upsample operator.

B general basis transformation.
ψ wavelet basis transformation.
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Introduction

The “digital age” is perhaps how contemporary society will be referred to in a few cen-
turies. Since the rise of electronics and computers, the world around us has changed
tremendously. Shapes have become richer thanks to CAD; Colors and color combi-
nations are more vibrant thanks to desktop publishing; ... Designing and producing
goods, buildings, clothes, ... practically everything, isunthinkable without digital aid.

A very active, and relatively young research domain, is thedigitalizationof the
real world. The impact of this digitalization is already changing everyday life. Digital
cameras and the omni-present mp3-player are examples of consumer devices aimed
at capturing instances, images and music respectively, of the world around us. The
instances captured by these devices are not necessarily restricted to instances created
with the aid of a digital device, but can also be digitalized snapshots of any real entity.
Although these devices are only the beginning, they herald anew and exciting era to
come.

This dissertation discusses and contributes to recent advancements in thedigi-
talization of the appearance of real objects, or image-based relighting, a young but
important research topic within the field of computer graphics.

1.1 Image-based Graphics

A famous computer graphics saying proclaims that“Reality is 80 million polygons
per second”(Alvy Ray Smith quoted in Rheingold [84], p.168). But I must disagree:
when saying that reality isonly80 million polygons per second, more than half of re-
ality is omitted: the reflection behavior, textures, illumination, ... The reality of reality
is that it is an enormously complex, if not impossible, thingto model.

The proverb that“a picture says more than a thousand words”is the essence of
image-based graphics, offering an alternative approach totackle the problem of the
abundance of detail in reality. Taking a photograph of a real-world scene or object
automatically contains all the details, so why not use this.Depending on the goal,
image-based graphics can be subdivided in a number of sub-domains: image-based

1



2 CHAPTER 1. INTRODUCTION

modeling, image-based rendering, and image-based lighting.

Image-based modeling. The goal of image-based modeling, is to extract all
kinds of properties from a set of images of a real-world scene. These properties range
from: scene appearance, scene geometry, lighting, reflectance properties, ... Image-
based modeling is an extremely large research sub-domain. We will highlight a few
methods to give an impression of the diversity and richness of image-based modeling.
Providing a complete overview of all image-based modeling methods would fall be-
yond the scope of this dissertation.

In 1996, Debevec et al. [23] presented a method to model and render architec-
ture from photographs. In this paper, three image-based modeling techniques are
presented: photogrammetric modeling, view-dependent texture mapping, and model-
based stereo. By providing minimal building blocks, photogrammetric modeling opti-
mizes the user-provided correspondences to obtain a model of the scene. To improve
the quality of the visualizations, view-dependent textures are used. Depending on the
view-direction, different textures extracted from the source photographs are blended.
Finally, model-based stereo can be used to add detail-offsets to the obtained model.

Another example is image-based visual hulls, presented by Matusik et al. [60]. A
visual hull is a conservative shell bounding an object, defined by the silhouette infor-
mation from a series of reference photographs of the object.Assuming a pinhole cam-
era, each silhouette forms a cone with its apex at the camera origin, and spreading out
along the silhouette edges. The intersection of these conesforms the visual hull. In-
stead of computing this intersecting hull explicitly (using expensive CSG operations),
image-based visual hulls are created directly in image-space from the reference im-
ages. Each pixel in a novel view defines a ray starting at the viewpoint, and going
through the pixel. By exploiting the epipolar geometry, these rays can be projected
onto the silhouettes in the reference photographs. This allows to determine, on the fly,
where the visual hull begins and ends along this ray.

A last example is by Lensch et al. [49], who measured spatially varying reflection
properties of an object without making additional assumptions, from a small set of
photographs (10− 25) and a geometric model of the object. A key observation is
that man-made objects contain very few different materials. This allows to cluster
the different materials. Each cluster contains multiple surface points, and thus more
information regarding the reflection properties is available than when a single surface
point is used. From the reflection information in a cluster, aLafortune reflectance
model can be fitted.

Image-based rendering. The goal of image-based rendering, is to create realistic
novel views of a scene at interactive rates, without performing a full global illumina-
tion simulation. The scene properties, such as lighting, geometry, ... are kept constant,
except of course the viewpoint.
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Image-based rendering techniques can be subdivided in three categories [94]: ren-
dering with no geometry, rendering with implicit geometry,and rendering with explicit
geometry. This should not be seen as three discrete categories, but as a continuum.
A lot of work has been done in this area, and providing an exhaustive overview falls
beyond the scope of this dissertation. We will review for each category one technique.
For a thorough overview see [94] and [116].

Light field rendering [50] falls in the first category: rendering with no geometry.
Light field rendering can generate novel views of real-worldobjects from a set of pho-
tographs of this object, without using any geometry, or depth information. Key to this
technique is the interpretation of the photographs of an object as 2D slices of a 4D
function: the light field. This abstraction reduces the generation of a novel image to a
resampling and interpolation problem. Because of this, light field rendering is also a
popular research topic in signal processing.

The lumigraph [33], is related to light field rendering [50],but uses an approxima-
tive geometry, and therefore belongs to the second category: rendering with implicit
geometry. The approximative geometry is used to counter thenon-uniform sampling
of the 2D slices to improve rendering quality.

Layered depth images [92] fall in the last category: rendering with explicit ge-
ometry. Layered depth images are a view of an object from a single vantage point,
containing multiple pixel and depth values along each line of sight. Layered depth
images allow to render the object from novel viewpoints.

Image-based lighting. The goal of image-based lighting, is to create novel real-
istic images of a scene or object with light obtained from thereal world. Image-based
lighting is analogous to image-based modeling, except thatnow illumination is mod-
eled in an image-based fashion.

A popular tool to capture real-world lighting is a light probe: a specular ball that is
placed in a scene. By taking a photograph of this light probe,all illumination incident
at this point is captured (see [83], chapter 9, for an in depthoverview).

Debevec [19] used image-based lighting to render syntheticobjects into real scenes.
This is also called augmented reality. This method works by dividing the scene into
three parts: the distant scene, the local scene, and the synthetic objects. The distant
scene is considered not to be influenced by the synthetic objects, and is modeled using
image-based lighting. The local scene is image-based modeled, and a global illumina-
tion simulation is used to visualize this local scene together with the synthetic objects.
The obtained rendered image is merged into a photograph of the scene.

A sub-domain in image-based lighting, is image-basedrelighting and has as goal
to create novel realistic images of a real-world scene, under novel illumination con-
ditions, and this without computing a full global illumination simulation. The scene
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properties, geometry, reflectance properties, ... are keptconstant.

Popular work on image-based relighting was performed by Debevec et al. [20].
By combining different basis images of an object, each acquired under different con-
trolled illumination conditions, a novel image of the object can be created under novel
incident illumination. Thisrelit image is created by weighting and summing the basis
images. The weights are determined from a light probe image of the destination light-
ing.

Image-based relighting is the main focus of this dissertation, and an in depth in-
troduction into this topic is given in chapter 2.

1.2 State-of-the-art and Goals

Scientific advancement does not happen overnight, it takes alot of time and effort.
When I started my research, the state-of-the-art was different than it is now. At that
time, the Light Stage was introduced at SIGGRAPH 2000 in a seminal paper by De-
bevec et al. [20]. It was a huge leap forward in terms of relighting quality and practical
efficiency. It is currently still the most widely used methodfor image-based relighting,
and has been used in numerous Hollywood movies. The previousyear, at SIGGRAPH
’99 in another seminal work by Zongker et al. [119], environment matting was pre-
sented. This work initiated a renewed interest in interestsin matting techniques. Al-
though not apparent at that time, it also has some relations with image-based relight-
ing.

The following observations can be made about the state-of-the-art at that time:

• Not only did the acquisition setup for image-based relighting (using a Light
Stage) and for environment matting (using a CRT monitor) differ significantly,
they also had a different theoretical and historical background. Although some
“combinations” of environment matting and image-based relighting had been
attempted (among others in [20] and [63]), it was not apparent at that time that
both actually solve a similar problem.

• Most relighting and environment matting techniques were limited to a subset of
material types that they could handle correctly (i.e., diffuse to glossy for [20],
and glossy to specular for [12, 119]). No technique existed that could handle all
kinds of materials without imposing any additional restrictions.

• All image-based relighting techniques used a brute-force approach to capture
and relight real-world objects.

• Incident illumination and reflectance functions were restricted to 2D instead of
the complete 4D incident domain.

These observations resulted in the following research goals :
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• A unifying mathematical framework is pursued that covers both environment
matting as well as image-based relighting. This framework should be extensi-
ble to cover both 2D approximated incident illumination and the complete 4D
incident illumination. Furthermore, this framework should be flexible enough
such that new techniques can be easily incorporated.

• To develop an image-based relighting technique that can capture scenes and
objects without placing any restrictions on the types of materials present.

• A compact representation of the reflection properties of theacquired objects is
desired.

• Sub-linear acquisition complexity with respect to the acquisition resolution, in
order to minimize acquisition duration.

• To develop a method to capture and relight scenes with 4D incident light fields.

All these goals are met in this dissertation, although not all in a single unifying
solution.

1.3 Overview

This dissertation is organized as follows:

Chapter 2 begins with an intuitive description of image-based relighting.

An important element in image-based relighting isincident illumination, a 4D en-
tity. For practical reasons, a 2D approximation of incident illumination is preferred.
Therefore, a discussion is included on what kinds of approximations can be made in
order to reduce the dimensionality of 4D incident illumination to a two dimensional
one. A commonly used method for capturing a 2D incident light field approximation
is by means of a light probe. The obtained approximation, also called an environ-
ment map, is described and discussed. Next, environment maps are validated against
the proposed theoretical 2D approximations. To conclude the discussion on incident
illumination, methods for the acquisition of the complete 4D incident light field are
discussed.

Image-based relighting is intuitively introduced throughthe Light Stage [20]. An
overview of an image-based relighting pipeline, using the Light Stage, is explained in
detail. Important terms such asreflectance fieldsandreflectance functionsare illus-
trated.

Chapter 3. In this chapter, the intuitive notion of image-based relighting is given a
theoretical foundation.
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First, the physical constraints and conditions to which image-based relighting must
adhere are discussed. On these constraints, a mathematicalframework is based. Some
additional operators are defined that effectively remove the dependency on the dimen-
sionality of the incident illumination. Finally, this framework is illustrated on Dual
Photography [91], and on the Light Stage [20].

Chapter 4. The acquired reflectance functions, captured by a Light Stage appara-
tus, are basically a sampling of real continuous reflectancefunctions. In this chapter,
we explore the implications of Nyquist’s sampling theorem on reflectance functions.
Next, different reconstruction methods for sampled reflectance functions are com-
pared. Their performance and efficiency with respect to still and animated incident
illumination is qualitatively and quantitatively validated.

Finally, using the mathematical framework presented in chapter 3, it is shown that
for image-based relighting it is possible to define, for a large class of reconstruction
methods (i.e., upsampling operators), an equivalent downsampling operator on the
incident illumination. Downsampling the incident illumination offers a significant
speed-up in computations compared to upsampling the sampled reflectance functions
while maintaining relighting quality.

Chapter 5. High resolution, acquired or upsampled, reflectance functions have
huge storage requirements. This chapter studies a particular class of lossy compres-
sion methods to reduce the required storage space.

By projecting the reflectance functions in a suitable (mathematical) basis, a sparse
representation can be obtained. By further applying non-linear lossy approximations,
this can be reduced even further. An advantage of basis projection methods is that
they are basically linear operators with respect to light transport. As a consequence,
relighting computations can be performed directly in the projected space, and the (lin-
ear) image-based relighting process does not incur a time-penalty to compute a relit
image.

Chapter 6. Compression by means of basis projection helps to reduce thestorage
requirements, but it still require a complete sampling of the reflectance field during
acquisition. Sampling reflectance fields at a high resolution poses two practical prob-
lems. First, it is practically difficult to extend a Light Stage such that it can sample
these high resolutions (i.e., 106 samples). Second, taking a sample requires a fixed
amount of time. The use of high-speed cameras can reduce the time required to take a
single sample, but at extremely high resolutions, even these high-speed cameras can-
not sample the full reflectance field in an acceptable time.

Based on environment matting, two new acquisition techniques are presented that
use a CRT monitor instead of a Light Stage to acquire a reflectance field. Sub-linear
acquisition (in terms of resolution) is attained by using algorithms based on the com-
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pression techniques of the previous chapter.

The first method explictly samples the reflectance field expressed in the wavelet
domain. To reduce the number of samples which need to be taken, a progressive algo-
rithm is used that, depending on the current approximation,decides what part of the
reflectance field is important enough to sample in greater detail.

The second method, uses wavelet noise illumination patterns. Wavelet noise is
a dense slice through the whole wavelet domain. This allows to implicitly sample
the wavelet domain after acquisition from the observed responses under wavelet noise
illumination. By acquiring a number of wavelet noise responses, an approximation of
the reflectance functions can be computed for each pixel separately.

Chapter 7. Previous acquisition methods all capture 4D approximations of the 6D
reflectance field (from a fixed vantage point). In this chaptera novel acquisition de-
vice, based on the Light Stage, capable of acquiring the 6D reflectance field is pre-
sented. Acquiring the complete 6D reflectance field in a naive manner is too time
consuming. Therefore, an acquisition acceleration methodis presented that can cap-
ture a 6D reflectance field inO (n3) time complexity (instead ofO (n4)).

Chapter 8. This chapter concludes this dissertation with a summary, a discussion
of the contributions, and avenues for future research in image-based relighting.
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Image-based Relighting

This chapter introduces the basic concepts of image-based relighting in an intuitive
manner. The goal is to give the reader a basic understanding of the concepts which
will be discussed more rigorously in chapter 3.

2.1 Introduction

Image-based relighting tries to solve the problem of how an arbitrary object or sub-
ject’s appearance changes when the illumination is altered. A key difference between
image-based relighting and classic modeling techniques isthat image-based relighting
does not require the shape of the object to be measured or approximated, but decou-
ples the relighting process from the underlying geometry, and instead directly uses
photographs of the object to create relit images of this object.

In a classic modeling approach, the appearance of an object is completely de-
fined by describing each of the specific characteristics of the object by a model.
The geometry of an object is usually described by a mesh of polygons or a cloud of
points [77], and the material (reflection) properties are characterized by bidirectional
reflectance distribution functions [68], which are denotedby the acronym BRDF. A
BRDF describes how a ray of light is scattered when hitting the surface of the ob-
ject at some point (figure 2.1). A BRDF is a 4D function, i.e., a 2D incoming light
direction and a 2D outgoing light direction. This 4D function is usually compactly
represented by an analytical model. A number of analytical models for BRDFs ex-
ist [2, 8, 14, 37, 41, 46, 72, 78, 80, 88, 103, 107], each tuned to describe a small
subset of material types, and each depending on a small number of user-controlled
parameters.
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Figure 2.1: A BRDF describes how a ray of light is directionally scattered when hitting the
surface at a specific point. The directional scattering is iconically depicted by the blue lobe.
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To visualize the model under some illumination condition, afull scale global illu-
mination simulation needs to be computed [29]. There are a number of problems with
this approach:

• Micro-geometric details. Many objects have sub-geometrical details, such as
dirt, wrinkles, rust, etc... Each of these sub-geometricaldetails can alter the
reflection properties locally in an unpredictable way. Without these details, a
model would look too clean, but modeling all these details exactly is in most
cases impractical.

• Ill-defined geometry. Not all shapes can be easily represented by a mesh of
polygons. Objects covered by hair or fur are notoriously difficult to represent
using a mesh of polygons or point clouds.

• BRDF parameters.BRDFs are analytical models each describing a small sub-
set of material types, e.g., plastic. Each BRDF model has a number of param-
eters, representing the properties of the material that influence the appearance.
When modeling a real-world material, these parameters needto be tuned such
that the approximation error between the model and reality is minimized. Tun-
ing these parameters is usually a complex matter, requiringmany measurements
of the reflection properties of the material with varying viewpoints and illumi-
nation directions. Furthermore, the algorithms used to tune these parameters are
very sensitive to the initial starting conditions, and do not always converge to a
globally optimal solution.

• BRDF selection. The representational power of a model is limited. E.g., a
BRDF model for describing metallic materials cannot accurately represent plas-
tic materials. Selecting a suitable model is not a trivial problem. Materials for
which no model exists, or materials which behave abnormally, cannot be repre-
sented accurately, and need to be approximated by the “best”resembling model.

• Degree of realism depends on the method of visualization.A full global
illumination simulation is necessary to create a visualization of the object under
novel incident illumination. Such a global illumination simulation is a lengthy
process and the efficiency depends greatly on the algorithm used.

Image-based techniques overcome these problems by taking adifferent approach.
Instead of representing the complete object by compact analytical models, image-
based techniques start from the observation that a photograph contains all the details
of an object seen from a single viewpoint at a specific moment in time discretized
at a specific resolution. By directly using the information contained in multiple pho-
tographs of the object, the need for an analytical model is avoided, while all the details
are implicitly present. In the specific case of image-based relighting, a series of pho-
tographs of the object are recorded, each under different illumination conditions. From
the information present in the different photographs, the response of each pixel to in-
coming illumination is inferred, independently of the responses of other pixels. By
directly using the information contained in the acquired photographs, the relighting
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process is decoupled from the underlying geometry of the measured object. An ad-
ditional advantage of image-based relighting techniques is that no global illumination
simulation is required, because they use the information directly from the photographs
which already contain the full global illumination solution.

In this thesis only the relighting of objects seen from a fixedviewpoint is consid-
ered. A different branch of computer graphics, called image-based rendering, actually
tries to solve the complementary problem: how does an objector subject’s appearance
change when the viewpoint is altered, keeping all other parameters, such as incident
illumination fixed.

The remainder of this chapter is organized as follows; In section 2.2 the acquisi-
tion and representation of incident illumination is discussed. Based on this captured
incident illumination, image-based relighting is introduced in an intuitive manner (sec-
tion 2.3). Next, the concepts of reflectance fields and reflectance functions are intro-
duced in section 2.4. We conclude this chapter in section 2.5.

2.2 Incident Illumination

As mentioned in the previous section, the goal of image-based relighting is to visual-
ize an object under novel incident illumination. In this regard, it is important to first
discuss ways to represent and capture incident illumination.

To define incident illumination, we first have to consider to what this illumina-
tion is incident to. In the case of image-based relighting, the illumination is defined
incident to the object being relit. This implies, that for each point on the surface of
the object, illumination coming from all directions needs to be known. However, this
is not a flexible definition, because we do not want to tie the acquisition and repre-
sentation of incident illumination to a single specific object. Instead, a more general,
geometry-independent definition is required.

An important principle, widely applied in computer graphics, is that radiance trav-
eling along a direction (in vacuum), does not change in intensity or color. This princi-
ple allows to decouple incident illumination from a specificobject, assuming that the
object is surrounded by free space. In practice, a bounding volume is considered in
which the object, to which the incident illumination will beapplied, fit. If a complete
description of the incident illumination is known for each point on this bounding sur-
face, the incoming illumination is known for each directionand point on the object’s
surface (see figure 2.2). Incident illumination is thus a 4D function, dependent on po-
sition (2D), and direction (2D). This 4D incident illumination function is also called
a “ 4D incident light field” [58].

Capturing and representing a 4D function is a huge undertaking, and the practical
problems are significant. Therefore an idealized reduced 2D approximation of the 4D
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Bounding
Volume

Object Illumination
Incident

Figure 2.2: Decoupling incident illumination from a specific object. Left: the incident illumi-
nation on an object. Middle: incident illumination on a bounding volume decoupled from the
object’s geometry. Right: The incident illumination on thebounding volume can be applied to
any object fitting in this bounding volume.

incident light field is mostly used. We can distinguish two idealized 2D approxima-
tions:

• Directional incident illumination, spatially constant. This implies that the
incident illumination only varies directionally, and thatat each point on the
bounding volume the same incident illumination occurs (figure 2.3.a). Another
way of looking at this is that the incident illumination comes from far away
(infinity), and in effect reduces the object and bounding volume to a single
point.

• Spatial incident illumination, directionally constant. This is basically the in-
verse of the previous. In this case we assume that the illumination varies spa-
tially, but that im each point it is angularly constant or diffuse (figure 2.3.b).

The accuracy of both approximations depends completely on the characteristics
of the incident illumination. If the bounding volume is small with respect to the sur-
rounding environment, then the directional approach will be a better approximation
of the incident illumination. On the other hand, if the bounding volume is a close
match to the surrounding geometry, then the spatial incident illumination approxima-
tion would probably be a better match. Both cases are illustrated in figure 2.4.
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(a) (b)

Figure 2.3: Different 2D approximations of the full 4D incident light field. Directional incident
illumination (a): corresponding directions at different points have the same color and intensity.
Spatial incident illumination (b): each direction for a specific point on the bounding surface has
the same color and intensity.
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Figure 2.4: The accuracy of the 2D approximation depends on the type of approximation, and
the nature of the incident illumination. A determining factor is the solid angle from which
incident illumination hits the bounding volume. This depends on the distance between the
origin of the incident illumination and the bounding volume. Two different cases of incident
illumination are depicted; the yellow light source, located closely to the bounding volume, is
best approximated by a spatial approximation, while the green light source, position further
away from the bounding volume, is better approximated by thedirectional approximation.

Next, the acquisition of so calledenvironment mapsis discussed (subsection 2.2.1),
followed by an illustration of the relation between environment maps and the 2D ap-
proximations of incident illumination (subsection 2.2.2). Finally, a method is detailed
to capture 4D incident illumination (subsection 2.2.3).

2.2.1 Environment Maps

An environment map is a spherical map, representing illumination incident at (approx-
imately) a single point in space. The most common ways to capture an environment
map are:

• Fish-eye lens.A digital camera, equipped with a fish-eye lens, is positioned
at the location for which an environment map is desired. Because a fish-eye
lens only deflects a part of the surrounding sphere of directions (i.e., a hemi-
sphere) to the camera sensor, multiple photographs have to be recorded, each
with a different orientation, to capture the whole sphere ofincident illumination
(figure 2.5.a).
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Incident illumination

Specular Ball

Figure 2.5: Capturing an environment map. Figure (a) depicts the capture of an environment
map using a fish-eye lens. The environment lighting is only partially captured. In figure (b)
the acquisition of an environment map using a specular ball is depicted. Figure (c) depicts a
close-up of the specular ball and how incoming illuminationis reflected towards the camera.
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• Light probe. A light probe is in essence a specular ball. By positioning the light
probe at the location for which an environment map needs to becaptured, and
taking a photograph of this light probe with a zoom lens, an environment map
can be obtained (figure 2.5.b). Figure 2.5.c depicts how illumination coming
from the whole environment to the light probe is reflected towards the camera.

Each of the two methods to capture an environment map has its strengths. The
acquisition of an environment map using a fish-eye lens has the advantage that the
camera is never visible in the environment map, but has as disadvantage that the lens
distortions and chromatic aberration near the edge of the lens can be significant. Fur-
thermore, fish-eye lenses are expensive and only capture an incoming hemisphere
instead of a full sphere of incoming directions. Capturing an environment map using
a light probe has the advantage that almost the whole environment map is captured
in a single shot. A disadvantage is that the camera is visiblein the light probe. The
camera can be removed from the environment map by taking two photographs of the
light probe from different positions and merging the parts of the environment maps
in which the camera is not visible. Furthermore, the densityof reflected rays is much
greater near the edge of the specular ball, resulting in aliasing artefacts. The cost of
a specular ball, however, is minimal, making a light probe anideal tool for capturing
environment maps.

Both techniques capture an environment map by taking a photograph. In order
to create physically plausible results using the acquired environment maps, it is im-
portant to express the intensity of each pixel in a photograph in terms of a physical
unit. Incident illumination on a small area (pixel), also denoted by “irradiance”, is
expressed inW

m2 . A consumer digital camera converts the measured irradiance to non-
linear pixel intensity values. Debevec and Malik [22] detail a method for undoing this
non-linear transformation, and transform it back to (relative) irradiance values. The
process of undoing this non-linear transformation is called “High dynamic range pho-
tography” and the resulting photograph is called ahigh dynamic range photograph,
or,HDR photographfor short. In the remainder of this thesis we will always use HDR
photography when acquiring data. A detailed overview of HDRphotography can be
found in [83], chapter 4.

To store the environment map in an acquisition device independent manner, a repa-
rameterization of the acquired data is required. The reparameterization will maximize
the amount of significant pixels (i.e., pixels corresponding to points on the light probe),
and try to minimize distortions. Different spherical and hemispherical parameteriza-
tion schemes can be found in [56]. In the remainder of this work, we will implicitly
assume that environment maps are parameterized in a latitude-longitude parameteri-
zation, unless noted differently.

In figure 2.6, an example acquired by a light probe is shown. Both the captured
photograph of the light probe (left) and a latitude-longitude reparameterization are
shown.
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Light Probe Latitude-Longitude Parameterization

Figure 2.6: An example of a photograph of a light probe, acquired in a church, and a latitude-
longitude reparameterization of the light probe image. (Photographs: courtesy of Vincent Mas-
selus)

2.2.2 Relation to 2D Incident Illumination

The question remaining, is how an environment map relates tothe 2D idealized ap-
proximations of incident illumination. It is clear that an environment map is a 2D
representation of incident illumination, but it is unlikely that it exactly corresponds to
one of the idealized 2D approximations: a directional or a spatial approximation.

Both techniques for acquiring environment maps deflect illumination incident at a
single point towards the camera sensor. This implies that anenvironment map does
not encode any spatial information. Furthermore, it also implies that an environment
map does not encode any directional information of the emitted illumination, since for
each point of the environment, at most a single direction of incoming illumination is
deflected towards the camera. As expected, an environment map is not a directional
2D approximation, nor is it a positional 2D approximation. See figure 2.7 for an iconic
illustration.

Actually, an environment map is a 2D slice of the 4D incident light field. Depend-
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Figure 2.7: An environment map captures incident illumination at a single point (red), it does
not capture directional outgoing illumination from the environment, but only captures a single
direction for each point in the environment (green). Nor does it capture spatial, directionally
constant information (blue).
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12.5% 25.0% 50.0% 100%

Figure 2.8: The effect of taking 1D slices (i.e., vertical lines) of a 2D function, illustrated on the
well-known Lena image. Areas with low horizontal complexity need to be less densely sampled
to be faithfully approximated (e.g., shoulder), than areaswith abrupt changes (e.g., near edges).
The reconstructions are computed by linearly interpolating horizontally between neighboring
slices. The percentages indicate the sampling density of each image.

ing on the situation, it is a good approximation of either a 2D directional or spatial
approximation. As shown in figure 2.4, an environment map is agood approximation
of directional incident illumination if the surrounding environment is large in compar-
ison to the bounding volume. Likewise, if the surrounding environment is of similar
size as the bounding volume, then a spatial approximation and an environment map
are a close match (assuming that the environment emits or reflects illumination dif-
fusely).

We will show in the next section, that both 2D approximations are handled iden-
tically by image-based relighting. This implies that thereis not really a difference
between both approximations visually, but rather in the interpretation of the approx-
imation. The accuracy of the 2D approximation is more related to the size of the
bounding volume, and the geometry and reflection propertiesof the surrounding en-
vironment. In the remainder of this thesis, when using a 2D approximation of the 4D
incident light field, we will omit the interpretation of the approximation.

2.2.3 Acquisition of 4D Incident Light Fields

Until now, only the acquisition of environment maps, a 2D slice of the 4D incident
light field, has been discussed. The argument for using a 2D approximation is that the
full 4D incident illumination is huge in size and difficult to capture. However, with
the advancement of image-based relighting techniques, theneed for acquiring 4D in-
cident light fields is growing. In this section a brief overview is given of the technique
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Figure 2.9: Two devices for the acquisition of 4D incident light fields. Left: a camera with
a fish-eye lens mounted on anxy-table. Right: an array of specular balls. Both devices can
capture the 4D incident illumination on a plane. (Photographs: Courtesy of Unger et al. [104])

of Unger et al. [104] for the acquisition of 4D incident illumination.

In Unger et al. [104], two methods for acquiring 4D incident light fields are out-
lined. At the core of both methods is the observation that an environment map is a 2D
slice of the 4D incident light field. By capturing multiple 2D slices, a reconstruction of
the full 4D function can be made. What happens mathematically, is that samples (i.e.,
2D slices) are taken from a 4D function. The sampling frequency and the frequency
response of the sampled dimensions of the 4D incident illumination function deter-
mine the accuracy of the approximation. Figure 2.8 illustrates this principle on a 2D
image from which 1D slices are extracted. Increasing the sampling density increases
the reconstruction quality. Note, that the quality of the approximation converges faster
in areas where the original image varies little (horizontally).

Both methods for capturing 4D incident illumination take one of the devices for
acquiring an environment map as a basis. Figure 2.9 shows thedevices developed by
Unger et al. to capture 4D incident light fields. The left device in figure 2.9 shows a
camera with fish-eye lens mounted on anxy-table. Thexy-table enables to accurately
position the camera at different positions on a plane. For each position a high dynamic
range photograph (2D slice) can be recorded. This approach can sample the 4D in-
cident illumination very densely, at the cost of a long acquisition cycle. On the right
in figure 2.9, an array of specular balls is shown. A single photograph of this array
gives a coarse sampling of the 4D incident illumination. In effect the resolution of
the 2D slices is traded-off with the sampling resolution. It is important to realize, that
although the latter method captures a low resolution sampling of the 4D incident light
field, it is captured in a single photograph, as opposed to thefirst method, which needs
to record multiple photographs.
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Figure 2.10: A photograph and schematic illustration of a Light Stage device (as presented
in [59]). A number of computer controlled light sources are mounted on a quarter arc, while the
object and camera are placed (relatively fixed) on a turntable. By switching individual lights on
and off, a latitudinal movement of light sources is attained, while rotating the turntable provides
longitudinal movement.

2.3 Intuitive Description of Image-based Relight-
ing

In the previous section the acquisition, approximation, and representation of incident
illumination is discussed. In this section image-based relighting is introduced in an
intuitive manner. This description is based on the Light Stage [20], an apparatus for
efficiently capturing the reflectance field of an object (i.e., the way the appearance of
an object reacts to incident illumination).

To capture how an object reacts to incident illumination, a series of HDR pho-
tographs of the object, each under different lighting conditions, are recorded, while
maintaining a fixed viewpoint. These lighting conditions are generated by a Light
Stage device. There are a number of different incarnations of the Light Stage [20, 34,
57, 62, 21, 110, 59, 109]. Although these devices are mechanically very different, the
basic idea is the same: to be able to illuminate the object, from different light source
positions on a bounding sphere. The main difference betweenthe devices is how they
sample light source positions. In this thesis we use a Light Stage device as presented
in [59], depicted in figure 2.10. This device consists of a quarter arc on which a num-
ber of light sources are mounted (i.e., 20). Each of these light sources can be turned
on or off remotely by a computer. A turntable is mounted at thecenter point of the
quarter arc. On this turntable the to-be-captured object and the camera are placed.
Different lighting conditions can be obtained in two ways:

• Latitudinal light source movement. The repositioning of the light source
along the latitudinal direction (i.e., from top to bottom) is achieved by switching
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Figure 2.11: A subset of the photographs of a Formula One toy car (shown enlarged in the
left-top) acquired with a Light Stage. For each photograph adifferent light source is turned on.
Note that the dark anomaly at(67.5,108) longitude-latitude is caused by the camera partially
occluding the light source for that position.

the correct light sources on or off. No mechanical movement is required, and
hence it can be done very rapidly.

• Longitudinal light source movement. To move a light source along a longi-
tudinal direction, the turntable is rotated in the oppositedirection. Since the
camera is mounted on the turntable, the net result is similarto rotating the arc.
This requires some mechanical movement, and requires significantly more time
than a latitudinal movement.

To minimize mechanical movement, and optimize efficiency, the acquisition scans
at each longitude position, all latitude positions first. Similar to this setup is the Light
Stage v2 [34], which rotates the arc instead of the object. Anadvantage of the setup
used here, and in [59], is the ease of mechanical construction, and relatively fast ac-
quisition.

Figure 2.11 shows a subset of acquired photographs of a Formula One toy car.
Each photograph shows the effect of illuminating the Formula One car from a specific
position on the bounding sphere.

Before introducing the general image-based relighting algorithm, a number of spe-
cific cases are examined. Suppose that the novel incident illumination, used to create
relit images, coincides with one of the sampled light source’s position and intensity.
In that case, the relit image of the object is simply the acquired photograph of the
object lit by that specific light source. In the case of a more complex illumination
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(e.g., the incident illumination consists of two light sources, coinciding with two dif-
ferent sampled light source positions), the relit image is the sum of the photographs
associated with the respective light sources, due to the additivity of light. The additiv-
ity of light stems from the superposition principle, which will be discussed in detail
in chapter 3. Finally, consider the case in which the incident illumination coincides
with a light source at a sampled position, but with a different intensity, e.g., 50% of
the acquisition intensity. Since the observed intensity corresponds linearly with the
intensity of the light source, a relit image can be created bysimply multiplying the
acquired photograph corresponding to the respective lightsource, by the relative ratio
of the desired intensity versus the acquired intensity. Note that color can be seen as
having, in the case of RGB photographs, three independent intensities, one for each
color channel.

Using the additivity and the scaling of the intensity, a general image-based relight-
ing algorithm can be formulated. Assume that the incident illumination is given as a
2D approximation in the form of a latitude-longitude environment map. This param-
eterization is a convenient form, since the light sources are positioned on a latitude-
longitude grid on the bounding volume due to the construction of the Light Stage.
Note that the resolution of the latitude-longitude environment map, is probably much
higher than the sampling rate of the acquisition setup. Therefore, we downsample
the environment map to the sampling resolution of the setup,resulting in a one-to-one
mapping of intensities in the downsampled environment map and sampled light source
positions. However, the intensity values in the downsampled environment map do not
take into account that the Light Stage acquisition device samples light source positions
more densely near the top than down at the base. This can be corrected by taking into
account the Jacobian of the reparameterization from a sphere to the latitude-longitude
mapping. Thus, by scaling each photograph with the corresponding pixel intensity in
the downsampled environment map times the Jacobian, and adding the scaled pho-
tographs, a relit image of the object can be computed.

The complete relighting process is schematically summarized in figure 2.12. In
figure 2.13 some additional results of relighting the Formula One toy car under differ-
ent incident illuminations are shown.

2.4 Reflectance Fields and Functions

The reader should now have an intuitive understanding of image-based relighting. Be-
fore introducing a well-defined mathematical framework forimage-based relighting in
the following chapter, two very important concepts need to be introduced:reflectance
fieldsandreflectance functions.

Reflectance Field. A reflectance field describes how an object’s appearance is
influenced by incident illumination. In case 2D incident illumination is used, and
the viewpoint is fixed, this is a 4D function (i.e., 2D pixel position and 2D incident



2.4. REFLECTANCE FIELDS AND FUNCTIONS 21

×

=

×

=

Down-
sample

∑

Figure 2.12: The image-based relighting process schematically illustrated.Red: the incident
illumination is scaled by the Jacobian to compensate for thenon-uniform sampling of the spher-
ical bounding volume.Green: The scaled incident illumination is downsampled to match the
Light Stage sampling resolution.Blue: The recorded images are scaled by the downsampled
incident illumination.Orange: The intensity-scaled recorded photographs are summed intothe
resulting relit image.
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Figure 2.13: Some results of relighting the Formula One toy car example. (Environment maps:
courtesy of Vincent Masselus)

illumination). In fact, figure 2.11 can be seen as a visualization of the reflectance field
of the Formula One toy car. Once the reflectance field of an object is known, a relit
image can be easily computed. Thus, image-based relightingcan be redefined as“the
capturing of the reflectance field of a real object”.

Reflectance Functions. A reflectance field is a difficult concept to visualize
mentally, because it is a 4D (or higher dimensional) function. A reflectance function,
on the other hand, is a 2D slice (in case of 2D incident illumination) of the reflectance
field, and is much easier to handle. A reflectance function is defined for each pixel
of the viewpoint, and is parameterized over incident illumination. Consider again the
Formula One toy car example. In figure 2.14, the reflectance functions of a number of



2.4. REFLECTANCE FIELDS AND FUNCTIONS 23

Reflectance Functions

(a)

(c)

(d)

(b)

b

d

a

c

Figure 2.14: Four selected reflectance functions. Note that the dark spotvisible in each of
the reflectance functions, corresponds to the dark spot, caused by the camera blocking a light
source, in figure 2.11. Each reflectance function is created by copying the pixel values from the
same location in each of the recorded photographs.

pixels are shown. Basically, copying intensity values fromthe same pixel location of
each recorded photograph, results in the reflectance function of that specific pixel.

Interpreting the relighting process in terms of reflectancefunctions yields an inter-
esting view on image-based relighting. In the previous section image-based relighting
is achieved by summing the recorded photographs scaled withthe corresponding (cor-
rected) incident illumination intensities. Since these operations are performed per
pixel, it is easy to see that the same operations can be applied on the intensities in
the reflectance functions (figure 2.15). The main differencebetween computing a relit
image from the recorded photographs directly and computinga relit image using the
reflectance functions, is the order of processing. In the first case the outer loop goes
over the incident illumination, while the inner loop goes over the different pixels. In
the second case, the outer loop goes over the reflectance functions, and thus pixels,
while the inner loop goes over the reflectance function itself, and thus the incident
illumination.

A reflectance function is sometimes called an apparent BRDF.However, it is im-
portant to realize that a reflectance function isnot a real BRDF. The main difference
between both is that a BRDF only contains local reflection effects due to direct illumi-
nation, while a reflectance function can also contain the effects of indirect reflections
through the scene. A BRDF is associated with a single material and is independent
of the object’s geometry. A reflectance function, on the other hand, can be the cumu-
lative effect of multiple interactions with different materials in the scene. To avoid
confusion we will always use “reflectance function” and not “apparent BRDF”.
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Figure 2.15: Image-based relighting using reflectance functions.Green: Identical to fig-
ure 2.12 from the start until the green arrow.Orange: For each reflectance function theblue
part is repeated.Blue: The reflectance function is multiplied, and summed into the relit pixel
value. This pixel value is copied into the final image.

2.5 Conclusion

In this chapter an intuitive description of image-based relighting was presented. The
acquisition, approximation, representation, and interpretation of incident illumination
formed the basis on which image-based relighting were detailed. The core idea behind
all modern relighting techniques is the summation of reflectance values scaled by
the incident illumination. Finally, the important concepts of reflectance fields and
reflectance functions were presented.



3

Theoretical Framework

In this chapter a theoretical framework for image-based relighting is introduced. The
goal is to create a solid theoretical basis on which the methods presented and discussed
in this work will be founded. This framework enables to explore the limits of existing
and novel methods, while keeping the notational overhead toa minimum.

3.1 Introduction

Although the number of publications on image-based relighting is already significant,
a single unifying framework has not yet been proposed. Each paper uses its own, in
many cases incompatible, notations, approximations, and derivations. Sometimes the
theoretical context is so different, that at first, it is not clear that they are dealing with
the same problem.

Early papers [26, 27, 31, 52, 69, 70] on image-based relighting use theoretical
derivations based on therendering equation[42]. The rendering equation, however,
is not a good basis for developing a general image-based relighting theory, because
it requires a detailed knowledge of the scene geometry. One of the few exceptions
are [51, 113, 114], which found inspiration in image-based rendering techniques, more
specifically the Lumigraph [33] and Light Fields [50].

Most image-based rendering methods start with the plenoptic function [1]. It also
forms the basis of the theoretical framework of the Light Stage developed by Debevec
et al. [20]. The plenoptic function is a 7D function (i.e., 3D position, 2D direction,
1D wavelength and 1D time) describing the flow of light in a scene. The framework
developed in [20] forms the basis of a whole family of image-based relighting tech-
niques such as [21, 30, 34, 36, 57, 58, 59, 65, 66, 87], and can be considered to be the
de-facto standard theory of image-based relighting.

However, the framework developed by Debevec et al. [20] is specifically geared
towards the Light Stage. In chapter 6, an acquisition setup different from a Light Stage
is introduced. To accommodate both the Light Stage and this newly developed setup,
a more general theoretical framework of image-based relighting is required.

The basic idea is to view the scene as a black box system (see figure 3.1 for an
iconic illustration). This idea was already present in Debevec et al.’s framework, but
to a lesser extent than in our framework. A theoretical framework must be supported

25
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Black-box
System

Incoming Illumination

Outgoing Illumination

Figure 3.1: In this thesis the light transport is considered to be a black-box system. The goal
of image-based relighting is to predict how the output of thesystem reacts to novel input. In
our case, the input is incident illumination (red arrows), and the output is exitant illumination
(green arrows).

by a well-defined mathematical notation. In this work we willintroduce a notationally
light framework. Furthermore, the apparent dimensionality of the system is reduced
by means of serialization functions, which enable to develop theories and techniques
on low dimensional functions, that can be extended to the full dimensional plenoptic
setting.

Having a solid theoretical framework and a well-defined mathematical notation
has a number of advantages:

• First of all, it helps to understand other image-based relighting techniques, even
if these do not use the same theoretical framework. Not only does it help in
understanding these other techniques, but also helps in validating and exploring
the limits of these other methods.

• Second, new, non-trivial, methods can be easily developed once the rules and
constraints of the problem are well defined. For example, themethods devel-
oped in this work are all designed using the framework developed in this chapter.

• Third, having a solid mathematical notation makes it easierto exchange funda-
mental ideas with other research domains such as discrete mathematics, physics,
computer vision, ...

This chapter begins, in section 3.2, with a thorough study ofthe underlying physi-
cal principles and constraints that come into play in image-based relighting. Next, an
elegant compact mathematical notation used throughout this work is derived in sec-
tion 3.3. Finally, this framework is applied (section 3.4) to the Light Stage algorithm
intuitively presented in chapter 2.

3.2 Physical Constraints

Before developing a mathematical framework, the physical constraints that apply to
image-based relighting need to be investigated in detail. By understanding these con-
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Figure 3.2: An empirical demonstration of linearity of light transport. A red and a green light
source are aimed at a color checker chart. Two HDR photographs of the color checker are
recorded, each lit by a different light source. Due to the linearity of light transport, the sum of
these two images equals an HDR photograph of the color checker lit by both light sources at
the same time. Both the sum and a reference HDR photograph (with both light sources lit) are
shown.

straints, a better understanding of the accuracy and limitsof an image-based relighting
method is reached.

In this work the following physical and practical constraints are imposed: linearity
of light transport, a time-statical scene, an orthogonalRGBcolors pace, and a fixed
vantage point.

3.2.1 Linearity of Light Transport

Linearity of light transport is the core physical principlebehind image-based relight-
ing and is based on the superposition principle. The superposition principle basically
states that when two light waves (electromagnetic radiation) travel through a linear
medium, the resultant apparent wave at any point can be described as the algebraic
sum of the two light waves. This is illustrated in figure 3.2. Amore fundamental prin-
ciple that lies at the basis of the superposition principle,and thus of the linearity of
light transport, is the conservation of energy, implying that a light wave cannot loose
or gain energy, without interacting with matter. This implies furthermore that a light
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wave cannot influence the state of another wave1.

More formally, linearity of light transport implies:

wa f (a)+wb f (b) = f (waa+wbb),

wherewa andwb are scalar weights,a andb are illumination conditions (i.e., a light
source at a specific position, emitting light at a specific intensity and with a specific
color), and f (·) is the light transport of an illumination condition througha scene.
Furthermore, we assume that this scene does not emit any illumination. Or in words:
the net effect ofwa times the effect of illumination conditiona on a scene, pluswb

times the effect of illumination conditionb on the same scene, equals the effect ofwa

times illumination conditiona pluswb times illumination conditionb on the scene.

In everyday life, this superposition principle holds. However, a recent branch of
optics research, callednon-linear optics[9] focuses on the exceptions in which this
is not the case. By focusing a very intense laser beam on a refractive material, the
index of refraction can change depending on the intensity, this is also called the “Kerr
effect”. Other examples include four-wave mixing, self-phase modulation, Raman
scattering, ... (see [9] for an overview). However, most of these effects are only
significant in the presence of very intense laser light, therefore these effects can be
safely ignored in the context of image-based relighting. Everyday light effects such as
reflection, diffraction, dispersion, interference, ... are all linear optical effects.

3.2.2 Static Scene

In this work we assume that a scene does not change, and it is static over time (or
at least during acquisition). Furthermore, we assume that light transport is instanta-
neous. The rationale behind this constraint is that, allowing a scene to change over
time, introduces an extra dimension, i.e., time, of the plenoptic function which needs
to be captured.

This constraint is broken, among others, in the following cases:

• Moving objects. All objects in a scene must have zero velocity during the
duration of the acquisition. Care has to be taken when a sceneincludes objects
which contain fur or hair. Even a faint breeze might move someof the fur or
hair, resulting in blurred relit images.

• Organic material. Special attention has to be taken when capturing organic
materials such as plants and leaves. Organic material can dehydrate, and thus
alter significantly in reflectance properties. The heat fromlight sources could
accelerate this process.

1This also holds for constructive and destructive interference. In both cases, it describes thenet effect
of the superposition principle applied to both waves. It does not imply that the two waves arereplacedby
a new wave.
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• Phosphorescence.Phosphorescence is a chemical process in which light is
“absorbed” by a material, and after a delay, re-emitted. This breaks thecon-
straint of instantaneous light transport. Practically, this problem can be solved
by waiting until the effect of the previous illumination condition has expired
before applying a novel illumination condition.

Recently, a number of papers [66, 109] try to remove this constraint in order to
capture the reflectance field of a video sequence. These techniques still use the same
image-based relighting algorithm, but try to minimize the acquisition period such that
the dynamic scene is quasi-static.

3.2.3 RGB Color Space

Color is a complicated topic, which is ignored or greatly simplified in much of the
computer graphics literature, to great annoyance of color scientists. For an overview
of color and color theory, see [99]. Color sensations are induced by light waves with
different wavelengths, ranging from 380∼ 400nm (violet) to 700∼ 780nm (red). This
wavelength interval is called the visible spectrum. The human eye consists of three dif-
ferent types of “sensors”, each is (significantly more) sensitive to a limited sub-range
of the visible spectrum, and thus light with a wavelength outside these sub-ranges can-
not be seen. Because of this, the perceived colors can be regarded as a 3 dimensional
space of colors. A consequence of this is that a great number of different color spectra
are seen by the human eye as the same color, and are called metameric colors.

The space of all perceived colors can be represented by threebasis color spectra,
since colors are perceived as a 3D color space, This principle is called trichromacy.
In consumer electronics, such as computer screens, digitalcameras, ..., the most com-
monly used basis spectra correspond to red (R), green (G) and blue (B) observed (ba-
sis) colors. A new color sensation is generated by weightingand adding these basis
spectra:

C = wRR+wGG+wBB,

whereC is the resulting spectrum andwR,wG,wB are the scalar weights of respectively
red, green and blue. It is important to realize that althoughthe space of perceived col-
ors can be (partially) generated (usingR, G, andB), this does not include all visible
spectra.

In computer graphics all computations are performed directly on RGB vectors.
This implies that the scene characteristics are specified inRGBcomponents: BRDF
evaluations are directly performed inRGB, light source colors and intensities are spec-
ified in RGB, ... In other words, the simulated world is completely specified in RGB
tuples. In image-based techniques the same assumption is made. However, this is not
completely accurate.
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Real world light sources, for instance, can have a completely different spectrum,
but still look identical (i.e., metameric colors). Illuminating a surface with these iden-
tical looking light sources does not necessarily yield the same result, depending on the
spectral response of the surface. This is illustrated in figure 3.3. This particular prob-
lem was also noted by Wenger et al. [110]. Wenger et al. proposed three different so-
lutions: spectral illuminant matching, metameric illuminant matching, and metameric
reflectance matching.Spectral illuminant matchingtries to match the spectrum of the
desired illumination as closely as possible to the available light sources. However, due
to the limited freedom, the match is far from perfect.Metameric illuminant matching
takes a similar approach as the previous one, except that it tries to match the perceived
(by the camera) color as closely as possible. Finally,metameric reflectance matching
takes the spectral response of the whole light transport system in account. Although
the results of the latter are very impressive, the usabilityin terms of general image-
based relighting is limited, since we are actually trying torecover the response of the
system with respect to incident illumination.

A related problem is that the spectral response of a materialcannot be directly
observed, and that it is always relative to the spectrum of anilluminant. Specifically,
in the case of image-based relighting, a series of photographs of the scene is recorded,
each under different illumination conditions. These illumination conditions have a
specific spectrum, and the response (spectrum) of the scene appearance is thus rela-
tive with respect to the color spectrum of the illumination conditions. Theoretically,
if all spectra (of the light sources and surfaces) are known,the effect of the spectra of
the illumination conditions can be divided out. However, when representing colors in
RGB, spectral information is lost and approximation errors will be unavoidable. For
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Figure 3.3: The effect on the perceived color, when using light sources with metameric colors
(i.e., the same perceived color), purple in this case. Depending on the spectrum of the light
sources and the underlying material, a significant portion of the reflected spectrum can differ,
resulting in a different observedRGBcolor.
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Figure 3.4: The observed color depends on the spectrum of the light source (see also figure 3.3).
By dividing the observed spectrum with the spectrum of the light source, the true spectrum of
the material can be computed. However, doing this normalization usingRGBcolors, does not
yield the correct result.

example, consider the case in figure 3.4. The light source hasa jagged spectrum, per-
ceived as a white color. The material’s spectrum, contains two peaks, red and green,
and is perceived as yellow. The observed color (i.e., product of the light source color
and the material color), is bright green. Dividing out the spectrum of the light source,
yields the original color of the surface when working multi-spectrally. However, com-
puting the normalization inRGB, does not yield the correct color of the material.

Berns et al. [6] state that the only way to ensure a color matchfor all observers
and across changes in light sources is to work multi-spectrally. However, the current
state of hardware does not yet facilitate easy multi-spectral acquisition. Therefore, in
image-based relighting these problems are ignored, and theassumption is made that
all components can be exactly represented and computed by orthogonalRGBtuples.

3.2.4 Fixed Viewpoint

This final constraint is more a practical one than a physical constraint. Capturing the
appearance of an object for variable viewpoints increases complexity, because two ex-
tra dimensions need to be captured and represented.

In contrast to image-based relighting, image-based rendering techniques (for an
overview see [116]) focus on the acquisition of the appearance of real objects under
fixed illumination, but for a variable viewpoint. Because the incident illumination is
fixed beforehand, these methods try to capture and representa 4D slice of the plenop-
tic function [1]. Although related to image-based relighting, the problems faced in
image-based rendering are significantly different. The main problem in image-based
rendering is the interpolation or reconstruction of the sampled 4D slice of the plenoptic
function without introducing visual artefacts, while maintaining an as low as possible
sampling rate.

Image-based relighting captures a different slice of the plenoptic function than
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image-based rendering. By limiting image-based relighting to a single viewpoint, a
number of difficulties are avoided. First of all, as mentioned before, less dimensions
need to be sampled. Basically, the camera becomes part of thescene, and thus is lo-
cated at a fixed position. Since the camera is static, no extrinsic and intrinsic camera
calibration is needed, nor is any knowledge of the shape of the object required. Sec-
ond, each pixel can be considered as a single independent entity, because the pixel’s
size and location are completely determined by the camera which is fixed. This allows
to focus completely on the effects of incident illuminationon the scene.

It is clear that at some point, the fixed-viewpoint constraint will have to be dropped
in order to achieve full digitalization of real objects. Image-based rendering tech-
niques will without any doubt play an important role in this.Initial, but cautious,
steps have already been taken by relighting dynamic scenes (subsection 3.2.2), and in
work related toopacity hulls[62, 63, 76]. The next, most logical, step in removing
this constraint is probably the relighting of controllable(animated) dynamic scenes.

3.3 Notations and Operators

As mentioned before, previous work contains a good mathematical and physical frame-
work, most notably [20], which is further extended in [56]. In this work we present
a novel framework, which is in spirit identical, but uses a different notation. In our
opinion, this new notation mirrors better the physical situation, incorporates the con-
straints implicitly, and offers a more flexible framework toinclude new methods.

In the following section the basis of our mathematical framework is introduced.
At this point we ignore the size/dimensionality of the inputand output data. In sub-
section 3.3.2 a number of crucial operators are introduced.These operators work on
in- and output-data, and transform it into a more suitable form for the previously in-
troduced notation. Finally, the properties of the whole mathematical framework are
detailed in subsection 3.3.3.

3.3.1 Notations

As illustrated iconically in figure 3.1, light transport through a scene is considered
as a black box system. Additionally, from the linearity constraint (subsection 3.2.1)
follows that this is alinear black box system. This can be compactly denoted in a
matrix notation:

C = TL+S, (3.1)

where:

• C is a vector of lengthk, representing the total exitant illumination of the black
box system. In this work, this will be a camera image, serialized into a vector.
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• L is a vector of lengthl , representing the external incident illumination onto the
black box system. This can, for example, be an environment map, stacked into
a vector, or a general 4D incident illumination field serialized into a vector. In
case of the Light Stage [20], each element in this vectorL corresponds to the
emitted intensity of a single light source at a specific location on the surrounding
sphere.

• S is a vector of lengthk, representing the self-emitted illumination of the scene.
In other words, this is the exitant illumination of the scenewhenno external
incident illumination is applied. The term “self-emitted illumination” should be
interpreted in a broad sense. Any illumination from or onto the scene, which is
not parameterized by the incident illumination vectorL is included in this term.
This term is independent, and thus constant, with respect toL. In many cases
we will drop this term or implicitly assume that it is zero.

• T is ak× l matrix, representing the light transport of externally applied incident
illumination onto the scene.

In subsection 3.2.3 the assumption is made that all computations can be exactly
represented and computed withRGBtuples. This implies that equation (3.1) can be
used for each color channel separately. Furthermore, it canbe extended for any de-
sired number of color channels (e.g., multi-spectral).

Equation (3.1) can be used to describe the acquisition of thelight transport matrix
T. During acquisition, a series of incident illumination conditions{Li}i are applied
to the scene, and the resulting exitant illuminations{Ci}i are captured by taking pho-
tographs. In other words, by applyingLi to the scene, nature actually computes equa-
tion (3.1), and returnsCi which is captured by means of an HDR photograph.

Relighting can also be described using equation (3.1). Whencomputing a relit
image, the transfer matrixT is known, as are the self-emittanceSof the scene and the
incident illuminationL. Filling these in equation (3.1), results in the relit imageC.

The previous description allows to reformulate image-based relighting in a more
formal manner:“Image-based relighting attempts to infer the transport matrix T by
observing the exitant illumination C under a series of user-controlled incident illu-
mination L”. Formulating the relighting problem in this way, allows to regard it as
an abstract mathematical problem. We will show in future chapters, that by applying
non-trivial mathematical methods to equation (3.1), efficient novel image-based re-
lighting methods can be obtained.

Before discussing the properties of equation (3.1) in detail, we first need to specify
the serialization and resampling/discretization operators.
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3.3.2 Operators

Equation (3.1) deals withserialized and discretizedinput and output illumination
vectorsL andC. Until now, this serialization and resampling (discretization) has not
been formalized. In this section operators will be introduced to handle:serialization of
the incident illumination, serialization of the exitant illumination, exitant illumination
resampling, andincident illumination resampling.

Incident illumination serialization operator SL. A vector is a discrete list,
while incident illumination can be either 2D or 4D. Some form of projection has to
be done to map this high dimensional data onto a vector. We denote this by a se-
rialization operatorSL. For example, suppose the incident illumination is given as
2D environment map in a latitude-longitude parameterization, discretized in a resolu-
tion of n×m. In this case the serialization operator can copy an intensity value with
a latitude-longitude coordinate of(θ,φ) to a serialized vector positionmθ + φ. The
exact form of serialization is often not important. It is clear that the number of dis-
crete elements in the multi-dimensional incident illumination must be finite (either by
construction, otherwise by resampling). Note that this operator is reversible, i.e., the
vector of incident illuminationL can be expanded back into the original discretized
multi-dimensional incident light field. This implies that no information is lost during
serialization. The inverse operator is denoted bySL−1.

Exitant illumination serialization operator SC. Similar to the serialization of
the incident illumination is the serialization operator ofthe outgoing illumination. Due
to the assumption that the viewpoint is fixed, this operator transforms a 2D photograph
(from a fixed viewpoint) into a vector. The inverse serialization is denoted bySC−1.

Incident illumination resampling operator RL. The multi-dimensional inci-
dent light field is in most cases captured at a higher resolution than required for
serialization intoL, or is provided as a continuous function. Additionally, thepa-
rameterization of the incident light field often does not correspond to the (desired)
parameterization of the reflectance field. A resampling operator is necessary todown-
sample, discretize, andreparameterizethe incident light field to a suitable resolution
and form. It is important to note that this is not a reversibleoperation. An approximate

reconstruction operator˜RL
−1 can be defined. However, this reconstruction operator is

not uniquely defined. The reverse operation must follows thefollowing rule:

L = RL

(
˜
RL
−1 (L)

)
.

Because the resampling operatorRL removes information from the incident light field

L, for example by downsampling, the inverse operation˜
RL
−1 has to fill-in this missing

information. Since this information is not known, some heuristic is used (e.g., by
maintaining smoothness) to generate this information. Depending on this heuristic,
different inverse operators are obtained.
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Exitant illumination resampling operator RC. In this work, no exitant illu-
mination resampling is used. The resolution of the acquisition camera is used when
generating relit images. A resample operator for the exitant illumination can be useful
when acquiring a scene from a variable viewpoint. The inverse resampling operator
would, in this case, basically be an image-based rendering algorithm.

Given a multi-dimensional incident light fieldi(x,ω) defined over positionx and
direction ω, the resulting acquired or relit imagec(xp), over pixel positionsxp is
defined by:

c(xp) = SC
−1 (TSL (RL ( i(x,ω)))) . (3.2)

The exitant illumination resampling operatorRC(·) in equation (3.2) is omitted since
the assumption of a fixed viewpoint is made.

3.3.3 Properties

In this section the properties of equations (3.1) and (3.2) are discussed in detail, fol-
lowed by a brief overview highlighting the advantages over existing notations. Finally,
the developed framework is applied to “Dual light transport” to illustrate its flexibility.

As noted before, the vectorL has lengthl . Given the fact that the serialization
operatorSL is a one-to-one mapping ofRL(i(x,ω)) to L, this implies that the total
number of discrete elements in the incident illumination equalsl . For example, if the
incident light field is represented by a 2D environment map, then the width times the
height of the environment map equalsl .

The vectorC is a vector of lengthk: so the number of pixels in the acquired pho-
tographs, and thus also in relit images, equalsk. The same holds forS.

Finally, the transport matrixT is a k× l matrix. In other words, the height of
the transport matrixT equals the number of pixels in the relit images. The width ofT
equals the number of samples acquired, i.e., the number of illumination conditions ap-
plied to the scene during acquisition. The transport matrixT is in fact the reflectance
field. The rowsT i of T = [T1; ...;Tk] are the reflectance functions. Note, that there
are as many rows as there are pixels inC. The interpretation of the columnsT·, j of
T = [T·,1|...|T·,l ] can be easily inferred from equation (3.1). Consider the incident illu-
minationL j = [δi, j ]i . Filling this in equation (3.1) gives the following resulting exitant
illuminationC = TL j = T·, j . In other words, the columnsT·, j of T are the serialized
recorded photographs of the scene illuminated by a single light corresponding to the
j-th element in the incident illumination vectorL.

The serialization operators, at first might seem to complicate the mathematical
framework. However, the serialization operator is fully reversible. An advantage is
that in many cases an equivalent reasoning can be applied to both the full-dimensional



36 CHAPTER 3. THEORETICAL FRAMEWORK

problem or the serialized notation. This makes it much easier to develop new relight-
ing and acquisition methods.

A popular way of looking at image-based relighting, is from the perspective of a
reflectance function (as depicted in figure 2.15). To computethe relit pixel valueci of
the i-th pixel in the camera imageC, all elements in the incident illuminationL and
the pixel’s reflectance functionT i are multiplied and summed. Mathematically, this
boils down to a vector dot product:

ci = T i ·L. (3.3)

This notation is especially attractive when using the integral notation of Masselus [56].

Comparison with existing frameworks. The introduced notation and frame-
work has a number of advantages. It makes a clear separation between the approx-
imation of the 4D incident light field and the light transport. The approximation is
implicitly encoded in the resampling and serialization operators on the incident illu-
mination,RL andSL respectively, and can be specified to the constraints and features
of a specific image-based relighting method, while the linear light transport is invari-
ably encoded by equation (3.1). In the notation of [20], all is encoded in a single in-
tegral. Furthermore, the derivation of the presented framework, follows directly from
the physical constraints, dominated by the linearity of light transport. The derivation
of the notation of [20] requires more effort and assumptionsto arrive at a similar inte-
gral equation. Finally, it should be stressed that both notations basically are the same
in spirit, only the assumptions, derivation, and interpretation differ.

Dual Light Transport. To demonstrate the flexibility of our framework, we exam-
ine the case of dual light transport [35, 91]. Dual light transport is based on Helmholtz
reciprocity applied to an image-based setup. As in image-based relighting, a series of
photographs of an object are recorded under different illumination conditions. These
illumination conditions are in fact a special case of 2D incident illumination. Each of
the lighting conditions consists of a directional light source, having a common point
of origin (i.e., apex in a cone of directions). The illumination conditions are chosen
such that an imaginary plane is “scanned” by the directionallight sources. We will
call this imaginary plane, the projection plane. Such illumination conditions can be
obtained by using a projector [91] or by using a laser setup and a galvanometer [35].
See figure 3.5 for an illustration of the setup. The main idea is that, since light trans-
port is reciprocal, the role of the camera and the light sources can be switched. In
other words, dual light transport enables to create an imageof a scene, seen from the
projector/laser’s apex point, and illuminated by “virtual” light emitted from the cam-
era, and this without actually placing the camera at the projector/laser’s apex point.

To understand how this fits in the presented framework, first consider what a sin-
gle elementt i, j of T represents. This elementt i, j is the ratio of light emitted under
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Figure 3.5: Dual Light Transport. A directional light source “scans” a projection plane. For
each location on the projection plane, a photograph is recorded. Afterwards, the dual image
can be computed, viewed from the light source, and lit by virtual illumination coming from the
camera.

the j-th illumination condition, and arriving at pixeli of the camera image (exclud-
ing the self-emitted illumination by scene). Thej-th illumination condition is in this
case a beam of light going through thej-th position on the projection plane. Due to
Helmholtz reciprocity, the direction of the light transport can be reversed. Thust i, j

also represents the ratio of light emitted through thei-th camera pixel, and arriving
through thej-th point on the projection plane at the projector’s apex. Extrapolating
this to all points on the projection plane gives that a rowT i of T equals the resulting
“image” at the projection plane, when emitting a beam of light through thei-th pixel
from the camera. As noted before, concatenating the recorded “images”, serialized in
rows, in a matrix, results in the dual transport matrix, which equalsTT .

Denote the dual observed image (on the projection plane) asC′′ and the dual illu-
mination condition (emitted from the camera) asL′′, then the dual light transport can
be written as:

C′′ = TTL′′.

It is important to realize that the dual light transport of emitting a recorded photograph,
obtained under any illumination conditionL, does not result back in a dual photograph
equal to the originally applied illumination conditionL:

C = TL,

L 6= TTC.

Physically this follows from the fact that absorption during light transport, works in
both ways, and lost energy cannot be gained in either direction. Mathematically this
can be understood from the fact thatTT 6= T−1. Note that no self-emittance term
S is included in the derivation above. In general, the dual light transport cannot be
computed in presence of self-emittance.
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3.4 Application to the Light Stage

In this section an application of the theoretical frameworkto the intuitive relighting
algorithm introduced in the previous chapter (section 2.3)is presented. First the oper-
ators are specified (subsection 3.4.1), followed by a study of the transport matrixT in
subsection 3.4.2.

3.4.1 Operators

By defining the different serialization and resampling operators, the exact form ofT
is set. In the following chapter, we will see that the impact of the resampling operator
can be pretty significant for the compactness of the matrixT.

In the case of the Light Stage, the acquisition and relighting process is already
fixed. In order to match the acquisition and relighting process as closely as possible
to the developed framework, the serialization and resampling operators need to be
designed with this goal in mind. As a guideline, we would liketo have a one-to-one
correspondence between each element inL and a light source (position) on the Light
Stage device.

Serialization Operator SL and SC. Both serialization operators are similar, and
transform a 2D discretized function into a vector. Any standard serialization method
can be utilized, such as row-major and column-major serialization.

Resampling Operator RL. The resampling operator downsamples the environ-
ment map in latitude-longitude parameterization to the sampling resolution of the
Light Stage. It also pre-multiplies the environment map with the Jacobian to take
the solid angle of each pixel (i.e., light source area) into account.

3.4.2 Application

Acquisition. The reflectance field of a scene is acquired by recording HDR pho-
tographs of the scene. For each photograph a different lightsource is lit. As defined
before, each elementl i in the 2D incident light fieldL corresponds to the state of
a single light source at a specific location(θ,φ) defined on the bounding sphere by
SL
−1(l i). As detailed in the previous subsection 3.3.3, this impliesthat each column

in T corresponds to a recorded HDR photograph of the scene under this incident il-
lumination. From this it follows that creating the transport matrix T is trivial once
all HDR photographs are recorded: each photographCi (= TLi with Li = [δi, j ] j) is
serialized usingSC and copied to thei-th column ofT.

Relighting. Again, relighting is trivial once the transport matrixT is known. The
novel incident illuminationi(x,ω) is transformed, first by the resampling operator
RL, followed by a serialization operatorSL. Next, the matrix-vector multiplication of
equation (3.1) is computed. Finally, the resulting vectorC is de-serialized usingSC−1.
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3.5 Conclusion

In this chapter a theoretical framework for image-based relighting was introduced.
The supporting mathematical framework is a direct expression of the physical con-
straints that come into play during image-based relighting. In this work, there are four
major physical constraints:linearity of light transport, time-invariance of the scene,
idealized RGB color space, anda fixed viewpoint. The mathematical framework con-
sists of two parts:a linear matrix systemexpressing the light transport through the
scene, and a collection ofserialization and resamplingoperators that transform the
input and output data into a convenient form.



40 CHAPTER 3. THEORETICAL FRAMEWORK



4

Sampling Reflectance
Functions

In this chapter the sampling and the reconstruction of reflectance functions acquired
by means of a Light Stage [20] are discussed. The intuitive algorithm discussed in
chapter 2, and formalized in chapter 3, can generate convincing looking results. How-
ever, as will be shown in this chapter, a significant improvement of the quality of the
results can be obtained by reconstructing the reflectance functions. This allows to
compute relit images using high resolution incident light fields, yielding more accu-
rate relit images. The ideas presented in this chapter have also been partially published
in [59] and [56].

4.1 Introduction

The Light Stage samples the reflectance field of a real object from a set of predeter-
mined fixed illumination directions. Due to the construction, this sampling is usually
uniform in a latitude-longitude parameterization. A notable exception is the Light
Stage v3 [21]. This Light Stage, however, is intended for real-time performance re-
lighting rather than acquiring reflectance fields.

Since the reflectance field is sampled, and thus also the reflectance functions,
it also shares the same problems as “traditional” mathematical sampling methods.
The most fundamental mathematical sampling theorem is without doubt theNyquist-
Shannon sampling theorem, which basically states:“A discrete sampling is a com-
plete representation of a continuous signal if and only if the highest frequency compo-
nent is less than half the sampling frequency”. This theorem was originally introduced
by H. Nyquist [71] in 1928, and formally proven by C.E. Shannon [93] in 1949.

The sampling frequency referred to in the Nyquist-Shannon theorem is called the
Nyquist frequency, and theNyquist rateis the sampling rate of this frequency (i.e.,
rate = 1 / frequency). The frequency components above the Nyquist frequency are
subject toaliasingwhen reconstructing the sampled signal. Aband-limited signalis
a signal in which the components above a finite frequency threshold have zero energy.
It goes without saying that a band-limited signal can be completely sampled as long
as the sampling rate is at least two times this frequency threshold’s rate. An important
aspect in the sampling of signals is the reconstruction of the sampled signal to (an
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Sampled signalOriginal signal Reconstructed signal

Figure 4.1: An example of aliasing. A signal (red) is sampled at 5 discrete locations. The
reconstruction, shown in green, is far from similar to the original signal. The deviation from
the original signal is caused by the fact that the sampling rate lies below the Nyquist rate, and
consequently the reconstructed signal suffers from aliasing.

approximation of) the original signal. This reconstruction is achieved by some form
of interpolation.

Preferably, a band-limited signal is sampled at a sampling rate greater than the
Nyquist rate. However, it is possible that there is a limit onthe sampling rate due to
mechanical reasons, or that the signal is not band-limited.In such a case, aliasing can
occur. In figure 4.1 an example of aliasing is shown. Basically, aliasing or under-
sampling is caused by energy “leaking” from higher frequency components into lower
frequency components. There are two solutions to avoid aliasing: using higher sam-
pling rates, andpre-filtering a signal with a band-pass filter. The first solution is
evident, but not always feasible. The idea behind the secondsolution, is to smooth the
to-be-sampled function, such that the effect of the frequency components above the
Nyquist frequency is minimized. Note, however, that the reconstructed signal is only
an approximation of the original signal, although it can be aperfect reconstruction of
the filtered signal.

The adverse effect of aliasing greatly depends on the natureof the sampled signal
and on the reconstruction method, i.e., interpolation, used to reconstruct the original
signal. In this chapter the effect of sampling reflectance fields, and thus reflectance
functions, is detailed. Furthermore, the impact of using different reconstruction meth-
ods is investigated.

This chapter is organized as follows. The sampling of reflectance functions with
a Light Stage is reviewed, and potential problems are discussed in section 4.2. In
section 4.3, and, section 4.4 the bulk of this chapter is discussed: the different recon-
struction methods. Finally, section 4.5 concludes this chapter.

4.2 Sampling Reflectance Functions

As mentioned before, the Light Stage is a physical device forsampling the reflectance
field from a fixed set of sampling directions. More specifically, itsamples a col-
lection of reflectancefunctions simultaneously, i.e., for every camera pixel a single
reflectance function. This collection of reflectancefunctions together forms a re-
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flectancefield. In the remainder of this chapter, the focus will lie on the sampling and
reconstruction of reflectancefunctions.

Sources of Aliasing. A reflectance function, obtained by means of a Light Stage,
is a 2D function. If a reflectance function is band-limited, then this function can be
completely represented by a limited number of samples. However, this is not the case,
as is illustrated in figure 4.2. In this figure, two generic cases are shown. Both scenes
consist of a single surface. The reflectance function, for a specific view direction is
closely related to the upper-hemisphere of the BRDF of the surface. In figure 4.2.a
the material of the surface is diffuse, and thus low frequent. In figure 4.2.b the surface
is a perfect mirror, and thus the reflectance function is equal to a single (delta) spike
aimed at the perfect reflected direction. In the first case, the reflectance function is
obviously low frequent, while in the second case it is very high frequent. This simple
case illustrates the fact that reflectance functions are notband-limited, and can, theo-
retically, span the complete frequency domain.

In general, to avoid aliasing problems, an additional physical constraint is imposed
when acquiring reflectance fields with a Light Stage:the scene/object cannot contain
specular, or, near-specular materials. This also includes refractive materials such as
glass. But even if this constraint is met, the reflectance functions are still not band-
limited. Another source of high-frequency discontinuities are occlusions (i.e., shad-
ows). This is illustrated in figure 4.3. Although a shadow results in an abrupt change
in the intensity values in a reflectance function, it does usually not result in spikes in
the reflectance functions. This implies, that although the exact location of the shadow
edge can be missed, the shadow effect itself is not missed. Incontrast, specular reflec-
tion yields spikes in the reflectance functions, which can bemissed completely during
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(a) (b)

Diffuse Reflectance Specular Reflectance
Function Function

Figure 4.2: Depending on the underlying material, a reflectance function may be band-limited
or not. For each example, the view direction is fixed (eye), and the reflectance function is pa-
rameterized over incident illumination (red arrow). (a) Incase the underlying material exhibits
a diffuse reflection behavior, the resulting reflectance function is low frequent as can be seen
in the top-right (in a latitude-longitude parameterization). (b) A specular material, on the other
hand, yields a reflectance function with a single spike located at the perfect reflected direction.
This reflection function is not band-limited.
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Figure 4.3: Shadows as a source of high frequency discontinuities in reflectance functions.

sampling.

As a side note, related research has been done in the context of precomputed radi-
ance transfer [44, 81, 95]. In this research, the light transport of a synthetic scene is
pre-computed in order to visualize it at interactive rates using graphics hardware un-
der complex incident illumination (i.e., environment maps). Seminal work has been
performed by Ramamoorthi et al. [81, 82]. In [81], a frequency analysis of diffuse,
unoccluded light transport is done. An interesting conclusion for image-based relight-
ing is that a diffuse BRDF can be represented by only the first three spherical har-
monics bands, yielding an approximation error of less than 1%. This confirms that a
reflectance function of a diffuse reflection is low frequent,and thus band-limited. Fur-
ther research in this area shows that glossy and specular BRDFs contain much higher
frequency components [67]. Ramamoorthi et al. [82] also investigated the frequency
response of cast shadows. The main conclusion of this paper is that cast shadows can
be efficiently represented as a convolution of a Heaviside function and the unoccluded
BRDF. The frequency response of a Heaviside function is zerofor even terms, and
decays with 1/ f for odd frequencies. From this follows that the aliasing impact of
cast shadows decreases significantly for each increase in sampling resolution.

Classic Solutions to Minimize Aliasing. As stated before, the classic solutions
to reduce or even avoid aliasing are:increasing the sampling rate, and,pre-filtering
the to-be-sampled function.

Increasing the sampling rate implies, in the case of the Light Stage, that the num-
ber of light source positions needs to be increased. Although this seems a feasible
solution at first, there are some practical issues. First of all, acquisition duration will
increase considerably. Recording an HDR photograph easilytakes a few seconds.
Even if a single HDR photograph would only take 1 second to record, then only 3600
light source positions can be handled in an hour. Note that 3600 samples is still a
rather low frequent sampling (i.e., similar to the level of detail in a 60×60 environ-
ment map). Moreover, there are practical limitations to howaccurately a light source
can be positioned on the bounding volume. Furthermore, as shown before, reflectance
functions are not band-limited, and thus increasing the sampling resolution will not
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Figure 4.4: Pre-filtering illustrated on the Lena image. A 512× 512 image is sampled with
respectively 32×32, and, 64×64 samples. The left column is sampled without pre-filtering
the image. The right column is pre-filtered before sampling.The pre-filtered sampled images
exhibit less aliasing, particularly noticeable on the feather, than the non-filtered images.

eliminate aliasing problems completely.

A second solution is to pre-filter the to-be-sampled function. The effect of pre-
filtering a function is illustrated in figure 4.4. In case of the Light Stage, this implies
that each reflectance function should be convoluted by a band-pass filter such as a
Gaussian filter. More formally:

T = T′G,

whereT represents the sampled reflectance field,T′ a high(er) resolution, in the limit
continuous, version of the reflectance field.G is a matrix representing the band-pass
filter. This matrix is a banded matrix, in which the band-passfilter (i.e., Gaussian), is
repeated for each row centered along the diagonal (see figure4.5). Inserting this in
equation (3.1) yields:

C = TL

= (T′G)L

= T′(GL). (4.1)

Careful examination of the(GL) factor suggests that pre-filtering of a reflectance
field, can be done during acquisition. To understand this, consider the case in which
L = [δi, j ]i , i.e., a single light source at positionj. The resulting incident light field
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Figure 4.5: An iconic illustration of band-pass filtering of a high resolution reflectance function
T′ i by a linear band-pass filterG. A single vectorT′ i is band-pass filtered, and simultaneously
downsampled toT i . Note that the (linear) band-pass filterG is not normalized in this example.

in such a case equals a Gaussian fall-off, centered around the j-th position. In other
words, if a light source can be constructed, such that its radial fall-off is similar to
a Gaussian, then the desired effect is obtained. It is important to note, however, that
subsequent filtered light source footprints overlap in space1. Practically this means
that a Light Stage design in which a single light source is mechanically moved around
as in [20] can deliver the desired effect if the spatial fall-off of the light source resem-
bles the desired band-pass filter. Note that the fall-off does not need to be a Gaussian
fall-off, any band-pass filter fall-off can be used, although visual quality can degrade.
Adapting a Light Stage design as in [34, 59] is less trivial. Mounting a diffuser surface
at a small distance from the light sources generates a similar effect. This is illustrated
in figure 4.6. Although theoretically possible, little control over the shape of the filter
is possible, making this method less suitable in a practicalsetup.

Upsampling operator. The classic solutions, all required changes to the Light
Stage setup. It is interesting to note that, even when a non-adapted setup is used,
significant better relighting results can be obtained by using a suitable upsampling op-
erator on the sampled reflectance functions.

First consider the relation betweenL, a low resolution incident light field, andL′,
a higher resolution incident light field:

L = SL
(
RL,L′

(
SL′
−1(L′)

))
,

SL
−1(L) = RL,L′

(
SL′
−1(L′)

)
,

whereRL,L′(·) is a resample operator which downsamples the high resolution dis-
cretized incident light field to a lower resolution version.This relation is not re-
versible, because:

1If the footprints do not overlap, then certain frequencies are not filtered out, resulting in aliasing. Taking
a ’point’ sample can be seen as an extreme example of this.
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Filtered

Diffuser

Intensity Footprint

Figure 4.6: Pre-filtering the light sources in a Light Stage setup. Lightemitted from a light
source is filtered by the diffuser. Due to the angular spread of the light sources, the resulting
footprint can overlap other light sources’ footprints (as illustrated by the red and blue marked
light sources).

L′ ≈ SL′
(

˜
RL,L′

−1(
RL,L′

(
SL′
−1(L′)

)))
(4.2)

= SL′

(
˜
RL,L′

−1(
SL
−1(L)

))
. (4.3)

Note that the inverse operatorSL,L′

(
˜
RL,L′

−1(
SL
−1(·)

))
upsamples an incident light

field vector of lengthl to a high resolution incident light field vector (i.e.,L′). We
denote this upsampling operator asU (·). The resampling operator, can in general not
be undone exactly, hence the≈ in equation (4.2)).

Now, reconsider equation (3.3):

ci = T i ·L.

The reflectance functionT i is also a vector of lengthl . Thus, theoretically, the upsam-
pling operator can also be applied to it. Plugging this in equation (3.3):

ci = U (T i) ·U (L), (4.4)

Combining equations (4.3) and (4.4) results in:

ci ≈ U (T i) ·L′. (4.5)
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Figure 4.7: A Formula One toy car. Also depicted are the reflectance functions of four selected
pixels acquired by sampling the reflectance field from 1280 lighting directions. Reflectance
function (a) represents a mainly diffuse material, reflectance function (b) a fairly glossy mate-
rial, reflectance function (c) a specular material, and reflectance function (d) contains complex
occlusion features.

Examining equation (4.5) reveals some interesting things.First thing to notice is
the approximation sign (≈). It is important to realize that this is an approximation
to the undersampled original reflectance function, which suffers from aliasing, and
thus also contains artefacts caused by aliasing. The question now is, whether this
“approximation” also contains these artefacts. Second, the high resolution incident il-
luminationL′ is not resampled. Resampling implies loss of information, thus equation
(4.5) can potentially generate more accurate relit images since the incident illumina-
tion contains more information.

Nyquist’s theorem cannot be circumvented; if the sampling rate is below the
Nyquist rate, information is lost, and aliasing will happen. No matter how clever the
reconstruction operatorU (·), lost information is never regained. However, additional
constraints can be placed on the reconstructed reflectance functions, that can ensure
visually more pleasing results. Examples of such additional constraints are: smooth-
ness of the reconstructed signal, non-negativity of the reconstructed signal, minimized
measurement noise, compact representation, ... In the following section a number of
reconstruction/interpolation techniques for reflectancefunctions are studied, and their
results are thoroughly analyzed.
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4.3 Reconstruction

The upsampling operatorU (·) is not uniquely defined. In this section a number of pos-
sible reconstruction operators are studied for reflectancefunctions acquired by means
of a Light Stage device. A result of each of the reconstruction operators is illustrated
on the reflectance functions of four selected pixels of the Formula One toy car ex-
ample used in chapter 2. In this chapter we will use the Nusselt embedding (i.e., an
orthogonal projection of a hemisphere to a circle) to illustrate the resulting upsampled
reflectance functions. This parameterization is only used to visualize the results, not
to compute them.

In figure 4.7 the Formula One toy car is shown, together with the four selected
pixels and their corresponding reflectance functions. The reflectance functions shown
in this figure are acquired by sampling 1280 illumination directions. To better show
the effects of the reconstruction method, the upsampled reflectance functions in the
following subsections will only use14 of the samples (i.e., 320), regularly selected
from the 1280 samples.

4.3.1 Zero-order Hold

Zero-order hold interpolation is the most commonly appliedinterpolation method, and
is basically a piece-wise constant reconstruction of a reflectance function. The Light
Stage samples light source positions on a sphere, and thus the reconstruction of the re-
flectance function occurs preferably on a sphere to avoid reparameterization artefacts.
Because the sampling of illumination positions is not always uniform on the sphere,
the area of influence of each sampled location is determined first by constructing a
spherical Voronoi diagram. The angle between two points on the sphere and the cen-
ter point, is a valid measure of distance on a sphere. This distance can be efficiently
computed by taking the dot product. Similar spherical Voronoi diagrams are also used
in the context of image-based relighting in Masselus et al. [57]. Once the area of in-
fluence of each sample is known, all points in this area of influence are assigned the
measured sample intensity. Note that because the angular Voronoi diagram only de-
pends on the sampled locations, and these locations are the same for every reflectance
function, the Voronoi diagram needs to be computed only once.

In figure 4.8 the reconstructed reflectance functions of the four selected pixels are
shown. Each reflectance function is interpolated from 320 samples. The reconstruc-
tion error is visually observable: the reconstructed reflectance functions in figure 4.8
look less smooth than the reference reflectance functions infigure 4.7 which are cap-
tured with four times as many samples. Note, that in the case of the Light Stage
setup, the light sources are positioned regularly in the latitude-longitude domain. The
computation of the angular Voronoi diagram is in this case greatly simplified. Each
Voronoi cell is a square in the latitude-longitude parameterization. The technique de-
scribed in Debevec at al. [20], basically employs a zero-order hold interpolation.
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Figure 4.8: The reflectance functions of four selected pixels, reconstructed using the zero-order
hold reconstruction method. For each reflectance function only 320 acquired samples are used.

4.3.2 Linear Interpolation

The zero-order hold reconstruction technique does not yield smooth results. In order
to improve the smoothness of the reconstructions, linear interpolation can be used.
For any given point on the sphere, its linearly interpolatedvalue is determined by the
spherical barycentric weighting of the corner points of thespherical triangle contain-
ing this point. To ensure a good interpolation, the boundingspherical triangle should
be as small as possible, and as regular in shape as possible. Atriangulation which sat-
isfies these constraints is a Delaunay triangulation. In ourcase, a spherical Delaunay
triangulation is required, which is the dual of the spherical Voronoi diagram. In Pang
et al. [55] an algorithm for constructing Delaunay diagramson a sphere is detailed. As
with the zero-order hold Voronoi diagram, the Delaunay triangulation only depends
on the light source positions, and thus can be precomputed.

In figure 4.9 the linearly interpolated reflectance functions of the four selected pix-
els are shown. These reconstructed reflectance functions are visually much smoother
than the piece-wise constant reconstructions. Again, in case a Light Stage setup is
used, the samples are regularly spaced in the latitude-longitude domain, and the com-
putation of the Delaunay triangulation becomes trivial.

4.3.3 Distance-weighted Interpolation

Linear interpolation based on Delaunay triangulation, only uses 3 samples for the re-
construction of each point of the reflectance function. Given the fact that reflectance

Figure 4.9: The reflectance functions of four selected pixels, reconstructed using linear inter-
polation on a sphere based on the Delaunay triangulation of the light source positions.
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Figure 4.10: The reflectance functions of four selected pixels, reconstructed using inverse
distance-weighted interpolation on a sphere. Only the 32 nearest samples are used to inter-
polate an intensity value.

functions are not band-limited, high frequency “noise” candistort one or more of
the three closest samples. In this regard it is sensible to include more than 3 sam-
ples. Inverse distance weighted interpolation, also called Sheppard’s method, uses all
samples, but varies the weights of each sample according to the distance to the re-
constructed point. The weightswi of a pointx with respect to thei-th sample can be
defined by:

wi(x) =
d−r

i (x)

∑ j d
−r
j (x)

,

wheredi(x) is the distance function from a pointx to the i-th sample. This distance
function can be enhanced by selecting a maximum influence radius, or by imposing
a maximum sample limit. The factorr determines the fall-off in function of the dis-
tance. In our implementation we setr = 2.

In figure 4.10 the inverse distance-weighted interpolated reflectance functions of
the four selected pixels are shown. These reconstructed reflectance functions are com-
puted withr = 2 and the distance measure is limited to include only the 32 nearest
samples. In this case, the weighting only depends on the sampled directions, and thus
can also be precomputed.

4.3.4 Spherical Harmonics Interpolation

The Nyquist-Shannon theorem [71, 93], relates the samplingrate to the highest fre-
quency of a signal that can be captured and reconstructed. The frequency response or
spectrum of a signal can be computed by decomposing the signal using the Fourier
transform (i.e., a decomposition into Fourier basis functions). Spherical harmonics
are a natural extension of Fourier basis functions to a spherical domain (see page 675
in [32], volume 2 for a brief overview).

Interpolation can be achieved by fitting spherical harmonics through the sampled
data. In case only the hemisphere is captured (due to the Light Stage used in this
work), a complete sphere of samples is created by mirroring the data to the other
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Figure 4.11: The reconstructed reflectance functions, interpolated using 25, 225, and 625 spher-
ical harmonics respectively, of the four selected pixels. The reconstructed reflectance functions
exhibit a significant degree of aliasing artefacts.

hemisphere.

Wong et al. [114] applied this technique on sampled reflectance functions of syn-
thetic scenes and used 16, and, 25 spherical harmonics coefficients. This corresponds
to four to five bands of the spherical harmonics basis functions respectively. In fig-
ure 4.11, first row, the sampled reflectance functions are reconstructed using the 25
first spherical harmonic basis functions. The resulting reflectance function reconstruc-
tions are very smooth, but much of the fine detail (high frequency content) has been
lost.

In figure 4.11, the reflectance functions reconstructed with25, 225, and 625 spher-
ical harmonics basis functions are depicted. The reconstructed reflectance functions
are able to capture all features to some extent, but suffer from severe Gibbs ringing or
aliasing artefacts. Increasing the number of spherical harmonics bands does not make
much sense, since the sampling frequency is already reachedin the case of the lower
row (625 spherical harmonics functions or 25 bands). Spherical harmonic interpola-
tion can result in negative values, which are clamped to zeroin figure 4.11.
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4.3.5 Wavelet Interpolation

One of the reasons spherical harmonic interpolation does not work well, is that the
Light Stage samples in the spatial domain, as opposed to the frequency domain. There-
fore, interpolation is more successful in the spatial domain (i.e., zero-order hold,
linear interpolation, ...). However, spherical harmonic interpolation generates much
smoother results. The question arises if better interpolation results (i.e., smoother),
but without the aliasing artefacts of spherical harmonic interpolation can be achieved
by using a higher order interpolation scheme. In this regardwe consider wavelet in-
terpolation. Wavelets are a versatile mathematical tool, which brought a revolution in
many scientific domains, including computer graphics. In this thesis, wavelets will be
used on numerous occasions, and a brief introduction can be found in appendix A.

A sampled signal can be reconstructed (i.e., upsampled) using wavelets, by repeat-
edly inserting additional samples halfway between two sample points. The magnitude
of each new sample point is characterized by the scale function of the wavelet. Basi-
cally, this comes down to using the scale function’s weightsas interpolation weights.
Another way of looking at wavelet interpolation is to first express the sampled signal
in the wavelet domain, and subsequently insert zero magnitude high resolution wavelet
coefficients (high frequency features). By transforming the wavelet signal back to the
spatial domain, the final upsampled signal is obtained.

A logical choice would be to use spherical wavelets [89]. Thehighly irregularly
spaced samples in the spherical domain, however, are a disadvantage, and require
an extra resampling step. In our case, due to the construction of the Light Stage,
the recorded samples are regularly spaced in the latitude-longitude parameterization.
Therefore, the (normal) wavelet transform is used in the latitude-longitude parame-
terization. An additional advantage is that common waveletimplementations can be
used without much trouble. A disadvantage is that the reparameterization introduces
some additional artefacts. However, as will be shown in section 4.4, the impact of
these artefacts is minimal.

In figure 4.12 wavelet interpolation of the four reflectance functions is illustrated
using three different types of wavelets. The first wavelet used is the popular Haar
wavelet. The second wavelet is the 5/3 LeGall, or Integer 5/3, which is the shortest
symmetrical biorthogonal wavelet with two vanishing moments. Its scaling function
is a linear B-Spline. The third wavelet is the well known 9/7 Daubechies wavelet,
which is the shortest symmetrical biorthogonal wavelet of order four, and is by con-
struction a cubic B-Spline. The latter two wavelets are partof the JPEG2000 standard,
and are therefore widely implemented. See [105] for a detailed overview on these two
wavelets. Normally, these wavelets are mirrored around image boundaries. However,
in our implementation we opted for repeating the signal on vertical boundaries, since
this fits better to the original spherical domain. We still mirror the wavelets on hori-
zontal boundaries.

Finally, we would like to point out the similarity of the wavelet interpolation meth-
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Figure 4.12: The reconstructed reflectance functions, interpolated using the Haar, 5/3 LeGall,
and, 9/7 Daubechies wavelets respectively, of the four selected pixels.

ods and some of the previously discussed techniques in case of a regular sampling in
the latitude-longitude domain. The Haar wavelet interpolation is identical to the zero-
order hold reconstruction. Both methods create a piece-wise constant approximation
of the signal. The 5/3 LeGall wavelet interpolation, is similar to the linear interpola-
tion method. Both create a linear interpolation between samples. However, the linear
interpolation is computed in the spherical domain, and can result in a slightly different
interpolation results near the poles.

4.3.6 Multi-level B-Spline Interpolation

Bicubic B-Splines can be used to create a continuous function. These functions
are a good trade-off between smoothness (they areC2 continuous) and the ability
to represent the features in the captured data. B-Splines are not easily defined on
a sphere. Similar to wavelets, the sampled data is first reparameterized to a planar
domain. in this case the sampled data is represented in the paraboloid map parame-
terization [38]. This representation offers a continuous projection of a hemisphere, in
which the boundaries are identical as on a hemisphere, and the pole is defined in a sin-
gle point. Furthermore, the solid angle to projected area ratio is close to constant. A
disadvantage is the irregular spread of the samples over thedomain. However, unlike
wavelet interpolation this is not a major problem.
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...

64 (8× 8)

Interpolation
Lattice

B-Spline Inter-
polated Reflec-
tance Function

1 (1× 1) 256 (16× 16) 4096 (64× 64)Nb of B-Splines

Figure 4.13: Bicubic B-Spline interpolation is illustrated with different resolutions of control
points. Each bicubic B-Spline is defined on a 4×4 sub-grid. The relative size of each sub-grid
is indicated in red.

A bicubic B-Spline can be fitted to the data by creating a 4×4 grid of control points
on the projected data, as can be seen in the first column of figure 4.13. The interpo-
lated reflectance function is poorly reconstructed becausea single bicubic B-Spline
is unable to represent all details. Similar to using a singlebiquadric polynomial, as
is done in Polynomial Texture Maps [54], the obtained interpolation is too smooth.
An obvious solution would be to reconstruct the reflectance function using a set of
independent B-Splines, each defined on different 4×4 grids of control points, that are
defined over a lattice on the projected data. Figure 4.13 demonstrates the influence
of the resolution of the lattice and the resulting reflectance function. Using only a
few B-Splines results in a good global fit of the data, but withalmost no local detail
(figure 4.13, first three columns), while using more B-Splines produces a reflectance
function with a good local fit but lacking global smoothness (figure 4.13, last column).
A similar problem was also noted by Lee et al. [48].

Multilevel B-Splines, introduced by Lee et al. [48], allow to fit a smooth approx-
imation through the projected samples without the problemsdescribed above. Multi-
level B-Spline interpolation is a hierarchical method thatfirst tries to fit a set of glob-
ally smooth B-Splines through the sampled data, each definedon a distinct 4×4 grid
of control points with a large coverage. In each successive step the number of con-
trol points in the grid of each B-Spline is doubled in each direction and a new set of
B-Splines is created on the halved 4×4 grids of control points. The new B-Splines on
the smaller grids are fitted through the difference of the sumof the already computed
B-Splines and the measured sample values. The method is illustrated in figure 4.14.
The hierarchy of B-Spline sets can then be reduced to a singleset of B-Splines de-
fined on the 4×4 grids of control points with the smallest coverage used (i.e., highest
hierarchy level).



56 CHAPTER 4. SAMPLING REFLECTANCE FUNCTIONS

Diff. Samples and
Reconstructed Re-

Previous Level
flectance Function

256 (16× 16)64 (8× 8)16 (4× 4)4 (2× 2)Nb of B-Splines

2 4 5 6Level 1 3

Reconstructed Re-
flectance Function

1024 (32× 32) 4096 (64× 64)

Figure 4.14: An illustration of the different hierarchy levels of multi-level B-Spline interpo-
lation. For each level, the reconstruction of the samples minus the reconstructed results of the
previous levels are shown in the top row. In the lower row, thecomplete reconstruction is shown.

In figure 4.15 four reflectance functions, reconstructed using the multi-level tech-
nique are shown. Starting from four B-Splines in the lowest level upto 64× 64 B-
Splines, in level 6, are used in the multi-level hierarchy. The number of levels in the
hierarchy was empirically determined on the magnitude of differences between the
measured values and the values of the sampled directions in the already constructed
reflectance function. Using six levels allows to fit the data values, while not fitting
noise on the data. This method results in a set of 64×64 B-Splines.

4.4 Discussion

In this section, the different upsampling methods of the previous section are compared.
A thorough error analysis is detailed in subsection 4.4.1. In subsection 4.4.2 the simi-
larities and differences between upsampling the reflectance data versus downsampling
the incident illumination are discussed.

Figure 4.15: Multi-level B-Spline interpolation illustrated on the sampled data. These results
are obtained by using 6 levels. Level 1 contains 4 B-Splines (as illustrated in figure 4.14), and
level 6 contains 64×64 B-Splines.
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4.4.1 Error Analysis

Numerical Error Analysis. In order to compare the upsample techniques of sec-
tion 4.2, the error of the reconstructed signal versus the real continuous signal needs
to be computed. However, the real continuous reflectance function is not known.
Therefore, we resort to computing an approximate error, by sampling both the real
continuous and the reconstructed reflectance functions at asampling rate higher than
the original sampling rate, and compute an approximate error on the sampled values.
In other words, the reflectance function is sampled at a specific sampling rate (deter-
mined by the acquisition device). Next, a reflectance function is reconstructed from a
subset of the recorded samples (e.g., 25% of the samples). Finally, the relative error is
computed between the full set of samples and the reconstructed reflectance functions.
More formally:

ei =
||U (T i)−T′ i ||2
||T′ i ||2

,

whereT is a lower resolution reflectance field (a subset of the samples), andT′ is
a high resolution reference reflectance field. The division by the total energy in the
reference reflectance functionT′ i ensures differences in albedo between different re-
flectance functions are eliminated, such that the errors over different reflect reflectance
functions can be compared in a sensible way.

The quality of each of the reconstruction techniques is tested on the Formula
One toy car scene. Each pixel’s reflectance function is upsampled from 320 samples
(32×10), and compared to 1280 measured samples (64×20). However, the error on
a reflectance function will greatly vary depending not only on the upsampling method
used, but also on the underlying material properties. Most of the reconstruction tech-
niques will perform well if a pixel represents a diffuse unoccluded surface, thus a low
frequency function, and consequently result in a low error.However, the error will be
significant for some reconstruction methods when the reflectance function features a
highlight, or complex self-shadowing.

Instead of comparing errors of individual reflectance functions, the average error
over a set of pixels with similar occlusion and material properties is computed. We
compare these errors for different reconstruction techniques. We distinguish four sets
of pixels:

• a set of pixels representing the complete Formula One toy car(excluding the
ground plate) (figure 4.16.a),

• pixels representing diffuse unoccluded surfaces (figure 4.16.b),

• pixels representing diffuse surfaces with complex self-shadowing (figure 4.16.c),

• and, pixels located on glossy, and specular materials (figure 4.16.d).
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Linear Interpolation

Zero-order Hold

Spherical Harmonic Interpolation

Multi-level B-Spline Interpolation

Inverse Distance Weighted Interpolation

0% 1% 2% 3% 4% 5% 6% 7%

5/3 LeGall Wavelet Interpolation

9/7 Daubechies Wavelet Interpolation

(a)

(b)

(c)

(d)

Figure 4.16: The average error of different reconstruction methods overfour selected sets
of pixels for the Formula One toy car. The four pixel sets represent (from top to bottom):
the complete object excluding underground, the diffuse unoccluded underground, glossy and
specular materials, and the occluded diffuse underground.

The average relative errors of these four sets are plotted infigure 4.16. The four
sets are visualized as false color images in which the relevant pixels are highlighted.

In general, the errors for unoccluded diffuse reflectance functions are low, while
reflectance functions featuring high frequency details result in larger errors. Ra-
mamoorthi and Hanrahan [81] noted that diffuse unblocked reflectance functions can
be represented by the first three spherical harmonics bands,yielding an error of less
than 1%. From the graph in figure 4.16, a similar conclusion can be drawn. Note that
the error on the spherical harmonic interpolation uses 5 spherical harmonics bands,
but on noisy real data (including occlusion by the camera).

In terms of error, the linear interpolation schemes (including 5/3 LeGall wavelet
interpolation), and the multi-level B-Spline interpolation produced upsampled reflec-
tance functions most faithfully. 9/7 Daubechies interpolation also yields good results,
albeit with a slightly higher error. The standard deviationon the calculated errors is
small for pixels representing diffuse or occluded surfaces. Pixels representing a spec-
ular surface produced a large standard deviation which was expected due to the high
frequency features in the reflectance functions.
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Visual Error Analysis. Although the above error comparisons give a good indi-
cation of the accuracy of the different reconstruction methods, it does not guarantee
good relit images. In other words, it is the effect of incident illumination on the object
that is most important, not the error on the upsampled reflectance function itself. In
figure 4.17, the Formula One toy car is illuminated by a vertical sliver of light. Using
a sliver of illumination results in images containing both low frequency illumination
features such as long soft shadows (along the direction of the line of illumination), and
high frequency illumination features such as very short soft shadows and highlights
(orthogonal to the line). 1280 sampled directions are used when upsampling the re-
flectance functions to the resolution of the incident illumination.

Except for spherical harmonic interpolation, the still images in figure 4.17 all look
very similar. However, when animating the incident illumination (e.g., rotating the
line of light by shifting it along the longitudinal direction), significant differences can
be observed in the series of animated relit images. Figure 4.18 illustrates the effect of
animated incident illumination by stacking a single vertical scanline of the relit images
as columns, in a new image. Thus, the resulting image contains in a single horizontal
scanline, the evolution of a single pixel over time. The animated incident illumination
in figure 4.18 is a sliver of light rotating over the hemisphere. The sliver of light is
oriented along the latitudinal direction.

Linear Interpolation

Spherical Harmonic Interpolation Multi-level B-Spline Interpolation

Zero-order Hold

Figure 4.17: The Formula One toy car, upsampled using different reconstruction techniques,
and relit using incident illumination consisting of a single (latitudinal) sliver of light.
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180 360270900

Multi-level B-Spline Interpolation

Zero-order Hold Interpolation

Linear Interpolation

Spherical Harmonic Interpolation (5 bands)

9/7 Daubechies Wavelet Interpolation

Time

Incident Illumination

Figure 4.18: Illustrating the quality of the various reconstruction techniques under time-varying
incident illumination. A selected column from the Formula One toy car example, is relit with
time-varying incident illumination. The different columns are stacked into a single image, in
which each scanline represents a relit pixel value over time.
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Using a zero-order hold interpolation still results in a pleasing image, however,
the shadows and highlights move in a jittered way when the illumination is changed,
visible as blocky features in figure 4.18. Spherical harmonic interpolation does not
result in a satisfying image either. The shadows, especially close to the object, are dis-
torted, and the highlights are completely lost. However, this method requires very few
coefficients to represent the data which is of importance forreal time relighting. Lin-
ear interpolation, multi-level B-Spline interpolation, and wavelet interpolation (5/3
LeGall and 9/7 Daubechies) techniques deliver good visual results. The shadows are
faithfully recreated, as are the highlights. Multilevel B-Spline interpolation, yields
slightly smoother relit animated images. However, this observation is highly subjec-
tive.

4.4.2 Upsampling versus Downsampling

When introducing the zero-order hold interpolation, the similarity to downsampling
the environment maps as in [20] was noted, hinting at a broader relationship between
upsampling reflectance functions and downsampling incident illumination. Further-
more, for a number of reconstruction techniques, the interpolation structure could be
precomputed. This raises the question whether this precomputation can be applied to
other upsample methods.

First, write the upsampling operatorU (·) as a matrix multiplication with an “up-
sample”-matrixU:

U (T) = TU. (4.6)

The upsample-matrixU, interpolates each row inT. In figure 4.19, zero-order hold
and linear interpolation are illustrated on a single vector, that is upsampled to a vector
with double resolution. In fact, most of interpolation methods, introduced above, can
be represented as a matrix multiplication. In general, any “linear” upsample method
can be represented in this way. Interpolation methods whichdepend non-linearly on
the sampled values cannot be represented by a simple matrix multiplication.

Applying equation (4.6) to image-based relighting (equation (3.1)), yields:

C′ = T′L′

= (TU)L′

= T(UL′)

= TL, (4.7)

whereT′ is the upsampled version ofT and the incident illuminationL′ is a high reso-
lution version ofL = UL′. Of interest is the fact that both(T′L′) and(TL) yield exactly
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Figure 4.19: An iconic illustration of two examples of a zero-order hold upsample-matrix, and
a linear interpolation upsample-matrix. Both matrices upsample a vector of length 3 to a vector
of length 6. Note that the linear interpolation is circular,i.e., wraps around the bottom and top
edges.

the same relit image. In other words, pre-multiplying with the upsample-matrix is ac-
tually a downsampling operator, and can be included in the resample operatorRL(·).

Equation (4.7) dictates that, in case the upsample operatordepends linearly on the
sample values (which is true in most cases), an equivalent downsampling operator can
be defined on the incident illumination resulting in exactlythe same relit images. The
only difference between upsampling the reflectance functions and downsampling the
incident illumination, is the number of elements which needto be taken into account
when computing the resulting relit image. In this regard, itis more efficient to down-
sample the incident illumination once beforehand, and thencompute the relit image
directly from the sampled data. The interpolation error analysis of subsection 4.4.1 is
also relevant for downscaling. Taking the error analysis inaccount, linear interpola-
tion (or equivalently 5/3 LeGall wavelet interpolation) seems to be the best candidate
because the downsampling operator can be computed efficiently. Multi-level B-Spline
interpolation yielded perceptually smoother results under time-varying incident illu-
mination, but computing the downsampling matrix is, in thiscase, far from obvious.

Finally, equations (4.1) and (4.7) look similar, but the difference between both
equations lies in the size of the matricesG andU respectively. The matrixG is higher
than it is wide, whereasU is wider than it is high. The effect is thatG reduces the
frequency components ofT, in other words, downsamples it, whereasU upsamples
T, and vice versa for the incident illumination. In effect,G removes high frequency
components from the light transport matrixT, whereasU removes these components
from the incident illuminationL. Additionally,U also upsamples the reflectance func-
tions, for which a thorough error analysis can be done. However, it is important to
realize that both methods are not mutually exclusive. It is entirely possible, to capture
a band-limited reflectance field by pre-filtering the illumination during acquisition,
and during relighting upsample the band-limited reflectance field.
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4.5 Conclusion

In this chapter, the upsampling of reflectance functions wasdiscussed in detail. A
careful error analysis pointed out that linear interpolation, 5/3 LeGall wavelet interpo-
lation, and multi-level B-Spline interpolation perform better in terms of reconstruction
error, and visual smoothness. Additionally, it has been shown that for most upsam-
pling operators an equivalent downsampling operator on theincident illumination can
be defined, which yields identical relit results.
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5

Compact Representation of
Reflectance Functions

In this chapter the representation of reflectance functionsin different bases, especially
a wavelet basis, is studied. It will be shown, that representing reflectance functions in
a different basis can have significant advantages. In the next chapter these properties
are exploited to develop two efficient acquisition algorithms. The ideas presented in
this chapter were originally presented in [59], with some refinements in [74] and [75].

5.1 Introduction

Until now, the light transport matrixT was constructed by copying the different ac-
quired HDR photographs, each corresponding to an illumination condition, into dif-
ferent columnsT·,i of the transport matrixT. This implies that a reflectance function
is expressed in the same domain (in a mathematical sense) as the incident illumi-
nation (i.e., the spatial domain). In section 4.1, we studied the frequency response
of reflectance functions in order to determine if these reflectance functions are band-
limited. In fact, studying the frequency response of a function is analogous to a change
of basis, more specifically to a Fourier basis.

In this chapter, the effect of expressing reflectance functions in a different basis
is investigated (section 5.2). A change of basis, can help tobetter understand the
properties of the reflectance field (e.g., frequency content), can yield a more compact
representation (section 5.3) or faster relighting computations (section 5.4), and, can
eventually lead to a faster acquisition process (chapter 6).

The reader unfamiliar with basis functions, and in particularly wavelet basis func-
tions, is referred to appendix A for a concise introduction to basis transformations and
wavelets.

5.2 Change of Basis

The general goal is to express each reflectance function in a new basis. In other words,
to change the basis of each rowT i of the transport matrixT. Given a set of basis
functionsB = [B·,1|...|B·,l ], a reflectance functionS−1(T i) (thus not serialized) can be
expressed in this basis by:

65
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(S−1(T i))B = 〈 S−1(T i) | B 〉.

Serializing this transformed reflectance function, yields:

(T i)B = S
(
〈 S−1(T i) | B 〉

)

= 〈 T i | [S (B·,1)|...|S (B·,l )] 〉.

It is important to note that[S (B·,1) | ... |S (B·,l )] is still a valid basis, even after seri-
alization. Spatially neighboring elements, however, may not be neighboring in the
serialized version anymore. But the general properties, even spatial ones, of this basis
are still maintained. By denoting[S (B·,1)|...|S (B·,l )] by BS , we can rewrite the change
of basis compactly as a matrix multiplication:

(T i)B = 〈 T i | BS 〉
= T iBS .

From this follows that the transport matrix in a basisB can be expressed as:

TB = TBS . (5.1)

Inserting equation (5.1) in the general image-based relighting equation (3.1) yields:

C = TL+S

= T(BSB
T
S )L+S

= TB(B
T
S L)+S

= TBLB +S, (5.2)

whereBS is the dual basis1 of BS , andLB is the projection of the incident illumination
L onto the dual basisBS . In the case thatBS is an orthonormal basis:BS = BS .

First of all, it is important to note that in equation (5.2),C is expressed in the
default spatial basis, and thus the result of equation (5.2)is a normal relit image.
Similarly, S is still expressed in the same space asC (i.e., a photograph of the scene
without any external illumination applied).

Second, the interpretation ofTB remains the same. Each rowTB i corresponds to a
reflectance function, expressed in a basisBS . Each columnTB·, j of the light transport
matrixTB is a photograph of the result of applying a single impulse at the j-th position

1A dual basisB of a basisB is defined such thatBB
T

= I .
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...B =

B·,3

Figure 5.1: An iconic illustration of emitting an illumination condition under a basis transfor-
mationB. The illumination condition applied in this situation is anincident light field defined
by: LB = [0,0,1,0, ...,0]. Physically, this corresponds, in a Light Stage configuration, to emit-
ting (in this case) the third basis function (i.e., third column) of the basisB.

of the incident illumination vectorLB. The j-th position in the incident illumination
vectorLB, however, does not correspond to thej-th light source position in a Light
Stage setup. The effect of the illumination condition corresponding to thej-th element
in LB, thusLB = [δi, j ]i , can be inferred as follows:

C = TBLB +S

= TB[δi, j ] j +S

= TBS [δi, j ] j +S

= T(BS [δi, j ] j)+S

= TBS ·, j +S.

In other words, applying a single impulse at thej-th position inLB equals to
emitting BS ·, j in a standard Light Stage configuration. This illumination condition
corresponds to thej-th basis functionB·, j . This is illustrated in figure 5.1. In fact, the
same conclusion holds for the Light Stage setup in normal operation (i.e., without a
basis transformation applied). The basis implicitly used in this case corresponds to:
B = I , or,bi, j = δi, j . In other words, turning on only thej-th light source corresponds
to the j-th basis function.

A similar interpretation ofTB, can be obtained from equation (3.3). In this equa-
tion, a single elementci of the exitant illuminationC (i.e., a single pixel in a relit
image) is the result of the inner-product of the reflectance functionT i , and the inci-
dent illuminationL. In other words, it is the projection of the reflectance function onto
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the incident illumination. By selecting the emitted incident illumination to be equal
to one of the basis vectorsBS ·, j , the reflectance function is in effect projected onto
this basis, resulting in an observed coefficientti, j . Repeating this for each basis vec-
tor, a vector[ti, j ] j is obtained that describes the complete projection of the reflectance
functionT i onto the basisBS . Formally:

TBi = [ti, j ] j .

Thus,TB is a set of reflectance functions of a scene, each expressed ina basisB. To
compute a valid relit image, the incident illumination mustbe expressed in such a way
that the result of the dot product equalsC. This can be done by decomposing the orig-
inal incident illumination in the dual basisBS .

As mentioned before, both interpretations are similar. Intuitively, the second inter-
pretation follows a more natural derivation ofTB. The first interpretation, however, is
more convenient to understand how the incident illumination is influenced (i.e.,LB).

5.3 Non-linear Approximation

Expressing a reflectance function in a different basis opensa number of interesting
possible applications. One of these applications is the compact representation of re-
flectance functions. For example, suppose a scene, that onlycontains diffuse unoc-
cluded surfaces, is captured, and is projected onto a Fourier basis. The resulting re-
flectance functions will be very smooth, and will probably only contain low frequency
components. In other words, the coefficients correspondingto the high frequency
components will be very small, or even zero. It does not make much sense to store
these zero coefficients, since they do not contribute significant information. This is ba-
sically the idea behind a number of lossy compression techniques. Other compression
techniques, such as: run-length encoding, Lempel-Ziv encoding [118] and variants
(e.g., LZW encoding [108]), entropy encoding (e.g., Huffman coding [39], arithmetic
coding [112], ...) will not be discussed in this work. These various (lossless) compres-
sion techniques can be used in conjunction with the methods discussed in this section.

Let’s look at this basic idea in a more formal setting. Suppose we want to compress
a vectorV of lengthl . First, this vectorV is expressed in a basisB:

VT
B = VTB.

Next, define the sets by:

s = { i | i ∈ {1, ..., l} and(vB)i 6= 0} .

Using this sets, a compressed vectorVs

B can be defined fromVB by:
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Figure 5.2: An illustration of compressing a vectorVB expressed in a basisB = I . The sets
contains the indices of the non-zero elements ofVB. The original vectorV can be reconstructed
from compressed vectorVs

B using the basis transformBs = Bs.

(vsB)i = (vB)s[i].

In other words, the vectorVs

B only contains the non-zero coefficients ofVB. The
lengthn of this vectorVs

B is less than (or equal to) than the lengthl of the original
vectorV. The vectorV can be reconstructedexactlyby defining a reconstruction
transformation matrixBs = [B·,s[1]|...|B·,s[n]] with dimensionsn× l :

VT = Vs

B
TBs

T
. (5.3)

The vectorVs

B can be seen as the vectorVB where the zero elements areremoved. The
original vectorV can be obtained fromVB by multiplying it with the dual basis matrix
B. In this case, the zero elements are multiplied with the corresponding columns in
B. These columns do not contribute to the final reconstruction, and thus byremoving
these fromB (i.e.,Bs), an identical effect can be obtained by multiplyingVs

B with Bs.
This is illustrated in figure 5.2.

The probability that a coefficient is exactly zero, however,is very small. Therefore,
this technique is mostly used after quantization of the original vectorV, increasing
the probability of having zero coefficients. Quantization,however, can significantly
reduce the accuracy of the reconstruction globally. Another solution is to leave out all
unimportant components. This solution also introduces a loss in accuracy, but only
locally in the unimportant details. Important components are represented with full
accuracy. Formally, this is achieved by defining a sets

τ:

s
τ = { i | i ∈ {1, ..., l} and(vB)i ≥ τ} .
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Figure 5.3: Non-linear Haar wavelet approximation illustrated on the Lena image. A 512×512
image is compressed using a non-linear Haar wavelet approximation. For each example the
relative number of terms and the relative error are shown.

As a result, equation (5.3), becomes an approximation:

VT ≈Vs
τ

B
T
Bsτ T

.

Therefore, these kinds of compression techniques are called lossyapproximations.
The error on this approximation can be computed by:

e= ||V(s−sτ)
B

T
B(s−sτ)

T
||2.

Compression can be achieved if the storage requirements of both s
τ andVs

τ
B are

less than the storage requirements ofV. This kind of approximation, is also called a
non-linear approximation(see [24] for an in depth overview on non-linear approxi-
mation methods). The name ’non-linear approximation’ comes from the fact that the
approximations come from a non-linear manifold (i.e., a union of partially overlapping
linear subspaces2). The effect of non-linear approximation is illustrated infigure 5.3.

Although non-linear approximation is possible in any basis, we will limit ourself
to non-linear approximations using wavelet basis functions. In the next section, non-
linear approximation is applied to reflectance functions. As noted before, reflectance

2The union of partially overlapping linear subspaces is not necessarily a linear space. For example,
consider a 2D space, and consider the two linear subspaces(x,0), and(0,y). Except for(0,0), any sum of
two elements of both subspaces is not contained in the union,and thus this union is not linear.
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functions are not band-limited, and as a consequence, non-linear approximation will
not work well with bases that do not localize well in the spatial domain (e.g., Fourier
basis functions), or in the frequency domain (i.e., defaultspatial basis), since these
bases yield a large number of coefficients when the functionscontains respectively
high frequency peaks (e.g., specular highlights), or exhibit a low frequency behavior
(e.g., unoccluded diffuse reflections).

5.4 Compression of Reflectance Functions

An obvious application of non-linear approximation in the context of image-based
relighting is the compact representation (i.e., compression) of individual reflectance
functions. An advantage of using a compression scheme basedon basis projection, is
that a relit image can be computed more quickly. Consider equation (5.2), which states
that a relit pixel value can be computed in any basis (given that the incident illumi-
nation is expressed in the corresponding dual basis). During relighting computations,
coefficients with a zero magnitude can be omitted, since these will not contribute to
the final relit pixel value. Non-linear approximation effectively identifies these zero
magnitude coefficients, and omits them, and thus the computational cost of relighting
is reduced.

In this dissertation, we will only consider the compressionof individual reflectance
functions. However, the complete reflectance field, can alsobe compressed in a sim-
ilar manner using multi-dimensional (i.e.,> 2D) basis functions. This will, without
doubt, result in superior compression ratios, but it will also complicate the relighting
computations considerably.

Linear Spherical Harmonics Approximation. Before examining non-linear
wavelet approximation, we first look at the approximation ofreflectance functions
using spherical harmonics. Spherical harmonics are used extensively in, a subdomain
related to image-based relighting,Precomputed Radiance Transfer[44, 81, 95]. The
goal of precomputed radiance transfer is to precompute the light transport in a vir-
tual scene, and re-render it afterwards from any viewpoint under variable complex
illumination (i.e., environment maps). Spherical harmonics are used to represent re-
flectance functions compactly. The main idea is to use only the low frequency bands
to represent the data, leaving out high frequency “details”. This is motivated by:

• The fact that BRDFs with low frequency responses (e.g., diffuse BRDFs) can
be represented accurately using only the 3 lowest frequencybands [81].

• When illuminating a scene with low frequency lighting (i.e., an environment
map that only contains low frequency components), only the lower frequency
components of a BRDF contribute to the rendered result, regardless of the high
frequency content of these BRDFs.

Kautz et al. [44] use the first 15 bands to represent reflectionproperties of synthetic
materials ignoring self-shadowing effects. Sloan et al. [95] extend this technique to in-
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Original 25 Coefficients 225 Coefficients

Figure 5.4: Linear spherical harmonics approximation. Two high resolution reflectance func-
tions are approximated by using the 5 and 15 lower frequency bands (25 and 225 coefficients
respectively).

clude self-shadowing by using two sets of spherical harmonics, one for the reflectance
properties, and one for the self-occlusion features. A key difference in image-based
relighting is that the geometry of the scene is not known, as opposed to precomputed
radiance transfer where the geometry is known beforehand.

Reflectance functions for image-based relighting that onlycontain low frequency
components can be compactly approximated using only the lowfrequency spheri-
cal harmonics basis functions. Increasing the number of bands allows to add more
detail in the approximated reflectance functions. In figure 5.4, two high resolution re-
flectance functions are represented using 25 and 225 spherical harmonics coefficients,
5 and 15 bands respectively. A significant drawback of spherical harmonics is Gibbs
ringing or aliasing which occurs around high frequency features, such as highlights
and self-shadowing boundaries. The resulting reflectance functions are similar to the
reflectance functions reconstructed directly using spherical harmonics (see chapter 4).

Non-linear Wavelet Approximation. Wavelets are well known for their use in
image compression, and have also been used for representingand compressing in-
cident illumination. Ng et al. [67] use a cube-parameterization and a non-linear
Haar wavelet approximation on the incident illumination inan image-based relighting
context. Using a non-linear approximation of the incident illumination significantly
speeds up the relighting computations. However, it does notreduce the storage re-
quirements for the reflectance field. A more logical choice would be to use non-linear
wavelet approximation on the reflectance functions themselves, reducing computa-
tional and storage requirements. In this thesis, we do not only consider the Haar
wavelet, as is done in most of the computer graphics literature, but also higher order
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Haar 5/3 LeGall 9/7 DaubechiesOriginal

Figure 5.5: Two selected reflectance functions, non-linearly approximated, keeping only 1.5%
(i.e., 256) of the total number of wavelet coefficients.

5/3 LeGall, and, 9/7 Daubechies biorthogonal wavelets. These wavelets have better
properties with respect to image compression [105] than theHaar wavelet.

We performed a non-linear wavelet approximation in the latitude-longitude pa-
rameterization with a resolution of 256×64 pixels. Again, the Formula One toy car
example is used. High resolution reflectance functions are obtained by taking 1280
samples, and using a multi-level B-Spline reconstruction technique to interpolate to
the desired resolution. An increase in resolution will not alter the compression ra-
tio much, since the increase in information is limited. In figure 5.5 two selected re-
flectance functions from the Formula One toy car example are depicted, which are
non-linearly approximated using the Haar, 5/3 LeGall, and, 9/7 Daubechies wavelets
respectively, keeping only the 256 largest coefficients (i.e., 1.5% of the total number
of coefficients). Visually, all three wavelets perform well, given the fact that the com-
pression ratio is1

64. However, the Haar wavelet results in a noticeably less smooth
approximation of the reflectance functions.

A more thorough error analysis was performed on all reflectance functions of the
Formula One toy car example. In figure 5.6 the relative Sobolev H1-error is plotted
in function of the number of wavelet coefficients. The Sobolev H1-norm takes not
only the length of the error vectors into account, but also the first derivative. The
latter, ensures that differences in smoothness are also taken into account. The Sobolev
H1-norm of a vectorV is defined by:

||V||2H1 = VTV +(∇V)T(∇V),

where,∇V, is a vector defined by:
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Figure 5.6: The SobolevH1-error versus the number of wavelet coefficients used in a non-
linear wavelet approximation using three different wavelets: the Haar wavelet, the 5/3 LeGall
wavelet, and the 9/7 Daubechies wavelet.

∇V = [vi−vi+1]i .

The relativeL2-error resulted in a simular graph and is therefore omitted.In gen-
eral, the Haar wavelet needs more coefficients to achieve thesame relative error. For
example, 4096 Haar wavelet coefficients are needed for a±2% error, as opposed to
only 256 5/3 LeGall, or, 9/7 Daubechies wavelet coefficients. The 9/7 Daubechies
wavelet slightly outperforms the 5/3 LeGall wavelet in terms of error: for 256 coeffi-
cients the Haar wavelet results in a 7.05% relative error, the 5/3 LeGall wavelet in a
2.12% relative error, and the 9/7 Daubechies wavelet in a 1.88% relative error.

Using the same number of coefficients for each reflectance function in the re-
flectance field is not optimal. Some reflectance functions canbe compressed using
less coefficients while maintaining an acceptable error ratio during relighting. A bet-
ter approach would be to include a sufficient number of coefficients until the error
on the approximation (relativeL2-error between the uncompressed and compressed
reflectance function) falls below some error-threshold. This L2-error is sufficient for
determining the number of wavelet coefficients, although itis only an indication of the
error during relighting, since relighting is the inner product of the reflectance function,
and, the (during compression)unknownincident illumination.

The SobolevH1-error when a variable number of wavelet coefficients per re-
flectance function on the Formula One toy car example is shownin figure 5.7. The
errors are computed under time-varying illumination. The time-varying illumination
used, is the same as used before to create the images in figure 4.18: a sliver of light
rotating over the hemisphere. The left graph in figure 5.7 shows the error with re-
spect to the error-threshold. At the top of the graph, the average numbers of wavelet
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Figure 5.7: Error analysis of non-linear wavelet approximation with a variable number of co-
efficients per reflectance function. The left graph plots theSobolevH1-error versus the error-
threshold. The right graph plots error versus the average number of wavelet coefficients per
compressed reflectance function.

coefficients per reflectance function are shown. To better illustrate the difference in
average number of coefficients andH1-error, the right graph of figure 5.7 shows the
error for each type of wavelet with an equal number of averagecoefficients per re-
flectance function. In terms of error-threshold versusH1-error, both the 5/3 LeGall
and 9/7 Daubechies non-linear approximations out-perform non-linear Haar wavelet
approximation. The 9/7 Daubechies wavelet out-performs the 5/3 LeGall wavelet
when taking into account the average number (and thus total compression ratio) of
wavelet coefficients per reflectance function.

It is important that the non-linear approximation, for botha fixed and a variable
number of coefficients, maintains as much as possible the smoothness of the original
reflectance functions. Introducing additional discontinuities results in visually disturb-
ing artefacts when animating the incident illumination. This can be seen in figure 5.8.
The sweeps are created by relighting reflectance functions compressed using a vari-
able number of coefficients (0.1% error-threshold). It is clear from this figure that,
although the Haar wavelet achieves very good compression ratios, it fails to maintain
smoothness. The reason is the low number of vanishing moments in the Haar wavelet.
The 5/3 LeGall and 9/7 Daubechies wavelet perform much better, and still have very
good compression ratios.

The correlation between the number of coefficients for a specific wavelet and the
error-threshold is difficult to predict. When using a variable number of coefficients,
more wavelet coefficients are assigned to reflectance functions containing many de-
tails, whereas low-detail functions are compressed using less wavelet coefficients.
These details contribute little to the error, hence the small difference in error between
compressing reflectance functions using a variable number of wavelet coefficients and
using a fixed number of wavelet coefficients.
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Figure 5.8: Visualizing the effect of time-varying incident illumination on non-linearly ap-
proximated reflectance functions. These figures are createdin a similar manner as figure 4.18 in
chapter 4. The reflectance functions used to create these results are non-linearly approximated
using a variable number of wavelet coefficients per reflectance function. An error-threshold of
0.1% is used to determine the number of coefficients per reflectance function.
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In terms of error and smoothness, the 9/7 Daubechies wavelet is preferred (fol-
lowed by the 5/3 LeGall wavelet), achieving a compression ratio of 1 : 34 fora 0.2%
error-threshold, and aH1-error of less than 1% on 256×64 reflectance functions of the
Formula One toy car example. Finally, note that the non-linear Haar wavelet will be
better suited to compress reflectance functions that are non-smooth (e.g., upsampled
using a zero-order hold interpolation technique).

5.5 Conclusion

In this chapter, the compression of reflectance functions was discussed. It is shown
that non-linear wavelet approximation is an excellent toolfor compressing reflectance
functions. Not only are the storage requirements reduced, but also the relighting com-
putations are accelerated by a factor equal to the compression ratio.
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6

Sampling of Wavelet
Represented Reflectance

Functions

In this chapter, two advanced reflectance field acquisition methods are discussed.
These two techniques exploit the properties of a non-linearwavelet approximated rep-
resentation of reflectance functions, in order to achieve faster acquisition. The work
discussed in this chapter was first presented in [74] and [75].

6.1 Introduction

The efficiency of a non-linear wavelet approximation to reduce the storage require-
ments of a reflectance field is thoroughly discussed in the previous chapter (5). Al-
though the storage requirements are significantly reduced,the time required to acquire
a reflectance field remains the same. When acquiring the reflectance field of scenes
containing reflectance functions that are composed of only low frequency components,
the acquisition timings are still acceptable while maintaining a high level of accuracy.
If the reflectance functions contain high frequency components, however, an imprac-
tically large number of samples needs to be captured to ensure an accurate reconstruc-
tion. Moreover, technical limitations make it nearly impossible to sufficiently sample
reflectance functions containing very high frequency components (chapter 4). These
high frequency reflectance functions arise in situations where a scene contains specu-
lar or transparent objects, such as mirrors, glasses, ...

Taking into account the fact that a non-linear wavelet approximation of a re-
flectance function is very compact arises a very important question: can this sparse-
ness be exploited during the acquisition process, such thatonly the significant parts
of a reflectance field are sampled. The main difficulty is how toselect the best part to
sample of an unknown function. Non-linear wavelet approximation requires a-priori
knowledge to create this order of importance. This a-prioriknowledge is unavailable
when the whole reflectance function is unknown beforehand (i.e., during acquisition).

Due to mechanical limitations a Light Stage apparatus will not be practical to cap-
ture very high frequency reflectance functions. However, there exists a sub-domain in
computer graphics which can handle specular and transparent materials:environment

79
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matting[12, 119]. When image-based relighting and environment matting were intro-
duced, it was not quite clear that these two methods solve basically the same problem.
In [63, 73], environment matting was first considered in an image-based relighting
context. Although Debevec et al. [20] also considered combining the Light Stage and
environment matting, they still regarded it, however, as a mere matting technique.
Because of its relevance, we will discuss environment matting in greater detail in sec-
tion 6.2.

The remainder of this chapter is structured as follows. First a general overview
of matting and environment matting is given in section 6.2. Then, the specific details
and calibration of a new setup for the acquisition of high frequency reflectance fields
is discussed in section 6.3. Next,tree approximations with wavelets, a hierarchical
variant of non-linear wavelet approximation is introduced(section 6.4). This hierar-
chical non-linear approximation forms the basis of aprogressive tree approximation
algorithm (section 6.5), that is used to develop two novel acquisition methods. The
first method explicitly samples the reflectance field selectively in the wavelet domain
(section 6.6). The second method uses an advanced implicit sampling method, which
works on individual reflectance functions (section 6.7). This chapter concludes with
some final remarks in section 6.8.

6.2 Environment Matting

Environment matting is an extension of the conventional matting process [79, 96].
Originally, environment matting was mainly intended to handle refractive materials,
such as glass, in a convincing manner. However, in subsequent environment matting
techniques, the scope of the matting process was further extended to include glossy
and diffuse reflections from the surrounding environment. Before discussing the dif-
ferent environment matting techniques in detail, we first explore some of the conven-
tional matting techniques briefly.

Conventional Matting. Conventional matting has been around for many years.
One of the first publications on this topic in computer graphics is by Porter and Duff
in 1984 [79], in which they describe the need for alpha-matting and define basic oper-
ators needed to create a multitude of effects. An alpha-matte itself is already an exten-
sion to regular matting: i.e., the separation of an image in foreground and background
elements. A problem with regular matting is that the boundaries of a foreground ele-
ment are not necessary along the pixel boundaries and can forexample cover only half
of a pixel (see figure 6.1.a). When compositing such a foreground element on a new
background, aliasing occurs, and the transition between foreground and the new back-
ground seems unnatural. Alpha-matting solves this problemnot only by considering a
pixel to be exclusively background or foreground, but a weighting of foreground and
background. This weighting is numerically represented by an α-value. For example,
a pixel which is half covered by a foreground element, and half by a background ele-
ment, will have anα-value of 0.5 (see figure 6.1.b). Alpha-matting is governed by the
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(a) (b)

Figure 6.1: A conceptual illustration of an alpha matte. (a) A red foreground element on an
8× 8 pixel grid. Some pixels are only partially covered by the foreground element. (b) The
corresponding alpha matte. Pixels partially covered have an opacity value of less than 1. The
exact value of the opacity (alpha) value corresponds to the fraction of the pixel covered by the
foreground element.

following equation:

C = αF +(1−α)B, (6.1)

whereC is the resulting composited image,F the foreground image, andB the back-
ground image. All three images have the same size. Note,α is in this case a matrix
of α-values, one for each pixel inC. Theα-value is sometimes called:opacity-value,
since it indicates how transparent a foreground pixel is (α = 1: the foreground pixel
is completely opaque.α = 0: the foreground pixel is completely transparent). Both
compositing and extracting of an alpha-matte is governed byequation (6.1). In the
case of compositing, bothF , B, andα are known. Computing this equation yields the
composited image. In the case of alpha-matte (α) extraction,C is known. Depending
on the matting technique used, some additional informationregardingF or B is also
known.

Although the matting equation (equation (6.1)) is rather straightforward, the im-
plications and practical problems are, even today, significant. In 1996, Smith and
Blinn [96], discuss the problems associated with the acquisition of alpha-mattes of
real objects against a single constant colored background (i.e., blue-screen matting).
Surprisingly, the problem is deemed mathematically unsolvable, which is particularly
surprising since blue-screen matting is in fact a commonly used matting technique in
the film and video industry. However, Smith and Blinn show that an exact solution is
possible when the scene is shot against two completely different backdrops, that differ
at each point in color in the camera image.

In practice multiple backdrops are not always possible and anumber of solutions
have been presented. One of the more interesting approachesis natural image mat-
ting [11, 85, 100]. Natural image matting, starts from a single photograph of a scene
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Trimap Foreground Alpha Matte Composite

Figure 6.2: Natural image matting applied on the Lena image. Given a user-specified trimap,
the foreground and alpha-matte is computed. The user-specified trimap indicates which part
is definitely foreground (white), definitely background (black), or which has to be computed
(gray). Afterwards, the foreground can be composited usingequation (6.1) on a novel back-
ground.

against a random background and a trimap. This trimap is a user-specified map which
indicates which of the pixels in the photograph are definitely foreground, definitely
background, or a mix of both. Theα-value of this last category is inferred from the
properties of the foreground and background marked pixels.In figure 6.2 an example
of natural image matting is shown.

Other solutions to the matting problem use a more elaborate setup, such as an
additional infrared camera [106] or multiple cameras [64],a flash and non-flash pho-
tograph pair [101], or polarized light and appropriate filters [5].

Environment Matting. Conventional matting does not work well with transpar-
ent foreground objects. At first this might seem a bit strange, since an alpha-matte
encodes how transparent a pixel of the foreground is. The problem lies in the fact that
a transparent material refracts light, in effect deformingthe background image before
being transmitted (alpha-matted) through the foreground element. In other words, it
is not necessarily the background pixel directly behind theforeground pixel that is
partially visible, but it can be any background pixel. This is illustrated in figure 6.3.

Environment matting and compositing, was first presented byZongker et al. [119]
and later extended by Chuang et al. [12]. Unlike conventional matting, an environment
matte does not only represent the opacity of a pixel, but it also includes the reflection
and refraction effects of the backdrop through the scene. Tocreate an environment
matte, a scene is photographed from a single vantage point against a series of known
background patterns. Usually a CRT monitor, positioned behind the scene, is used to
emit these different backdrop patterns onto the scene. Using the information from the
recorded photographs, an approximation of the light transport from the background
through the scene into the camera is computed for all camera-pixels. The main differ-
ence between different methods lies in which background patterns are used, and how
light transport is computed and represented.

In the approach of Zongker et al. [119] horizontal and vertical stripe patterns are
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Figure 6.3: The refraction problem. A transparency value per pixel is not sufficient to create
convincing composited images of objects containing refracting materials, since the image of
the background can be deformed through the object. The red line illustrates the situation where
refraction is not taken into account (i.e., only a transparency value). The green line represents
the real refracted path.

emitted onto a scene. For each emitted pattern a photograph of the scene is recorded
from a fixed viewpoint. The environment matte, which encodesthe reflection and
refraction properties of the scene, is represented for eachpixel by a single reflection
coefficient and a normalized box filter on a rectangular support area on the backdrop.
A least squares optimization procedure is used to extract the support areas and reflec-
tion coefficients from the recorded photographs. Compositing (i.e., applying a novel
backdrop) is performed by filtering, for each pixel, the novel background over the
support area and scaling the result by the reflection coefficient. The method itself is
elegant, and requires few photographs to be recorded.

This approach, however, has a few limitations, as pointed out by Chuang et al. [12].
A single rectangular support area and a single reflection coefficient per pixel are not
sufficient to capture the complex reflection and refraction effects of dielectrics or
rough materials. In addition, the choice of a rectangular support area can cause ex-
cessive blurring in the final image. To address these problems, Chuang et al. sweep
different oriented Gaussian stripes across the backgroundto capture the environment
matte. This resembles the space-time analysis used in 3D range scanning [15, 43]. The
environment matte is approximated by a limited number of oriented elliptical Gaussian
filters, each with a single reflection coefficient. Non-linear optimization is necessary
to compute the oriented elliptical Gaussian filters. Compositing is performed simi-
larly to Zongker et al., except that contributions from multiple filters for a pixel on
the backdrop are added together. Chuang et al. [12] also presented an environment
matting method for acquiring environment mattes in real-time, that uses a single color
gradient as backdrop pattern. This method, however, is limited to perfect specular
materials that do not modulate the emitted color. In this case, the environment matte
is reduced to warping the background image before compositing.

The representational power of these filters is very limited,and directly related to
the size of the filter footprint. Therefore accurate mattes can only be extracted by these
environment matting methods for objects containing specular, and, in the case of the
first method of Chuang et al. [12], highly glossy material properties.
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Wexler et al. [111] presented an environment matting extension that is able to work
without knowledge of the exact form of the backdrop images used. It relies on having
enough background samples, or sufficiently rich backdrop images (e.g., by moving a
backdrop image behind the scene), to successfully extract an environment matte. Dur-
ing processing, a free-form filter, defined by different weights for individual pixels on
the background, is computed. The number of required background samples per pixel
(∼ number of photographs that need to be recorded) is directly proportional to the size
of the filter. This makes this method only suited for high frequency reflections (i.e.,
small footprint filters). Therefore, Wexler et al. only demonstrate their technique on
specular materials.

Zhu and Yang [117] model light transport using a similar representation as [111].
Time-varying cosine wave patterns, with a predetermined time frequency per pixel,
are used as input. The main advantage of frequency based patterns is the robustness
with respect to measurement noise. Using a different frequency per pixel would result
in a large number of required illumination patterns. Therefore two series of patterns
are used, each with a constant frequency for each row or column respectively. The
method is biased towards elliptical Gaussian responses, due to the separation in hor-
izontal and vertical patterns, and is therefore only suitedfor computing reflectance
functions with a compact footprint, i.e., specular and glossy reflections.

Matusik et al. [61] use known natural illumination (i.e., photographs) as input.
The reflectance function of each pixel is represented by a summation of weighted box
filters, which are inferred from the effect of the input illumination on the scene by a
progressive algorithm. This algorithm starts with a coarseapproximation of the re-
flectance function (i.e., few box filters), and subsequentlysplits one of the box filters
in two, such that the error is minimized. For this purpose, ineach iteration of this
progressive algorithm, a constrained linear system is solved using quadratic program-
ming. A spatial correction is used to further enhance the results. The splitting of
filters, enables to obtain very complexly shaped, small and large, reflectance function
approximations. Matusik et al. demonstrate their technique on a number of objects
containing specular, glossy, and diffuse surfaces. It is not clear from [61] how many
input images are required, or what the constraints are on theinput illumination.

Environment Matting versus Image-based Relighting. Although environ-
ment matting found its roots in a different graphics subdomain, it essentially tries to
solve the same problem as image-based relighting: to model the effects of incident
illumination on the observed scene from a single viewpoint.Typically for most envi-
ronment matting methods is that they try to model light transport through the scene by
a set of simple filters. Using filters to represent light transport bears some similarity
to BRDFs. However, the filters used are more general and require no information of
the underlying geometry, but they are still restricted by their limited representational
power.
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There are a number of problems with environment matting:

• The error of the environment matte approximation is unknown, as is the
error on the composited images. This error depends on the scene properties, the
filters used (e.g., a box filter versus an elliptical Gaussianfilter), the illumination
patterns used during the recording process, and the background image itself
used during compositing. All these parameters make it impossible to predict (a
reasonable upper-bound on) the error exactly without explicitely computing it
for each separate composited image.

• Diffuse surfaces are still problematic, because an elliptical Gaussian and most
other filters are not sufficient to capture the effects of diffuse reflections. A no-
table exception is Matusik et al. [61]. Diffuse materials have a large area of sup-
port which can be irregularly shaped because of occlusion and self-shadowing.
These irregularly shaped support areas are difficult to approximate accurately
with a limited number of elliptical Gaussian filters. A more general model is
needed with a greater degree of flexibility.

• Most environment matting methods rely onnon-linear optimization proce-
dures, that require a significant amount of post-processing time,to compute the
final environment matte approximation. Such methods usually depend in a non-
trivial manner on a number of parameters (e.g., error-thresholds) that greatly
affect the quality of acquired results. Non-linear optimization procedures also
require a significant amount of processing time. Increasingaccuracy by using
better filters or more approximation terms, would increase post-processing time
even more. Again, Matusik et al. [61] forms a notable exception in this regard.

• Unclear relation between input stimuli and final optimized environment
matte. Without a clear relation, it is hard to predict what the error and the ef-
fect is of recording more photographs (under different illumination conditions).
There is no guarantee that an increase in the number of illumination conditions
results in a more accurate environment matte.

Environment matting also raises some interesting questions with respect to image-
based relighting:

• High frequency reflectance functions.Can we use similar techniques (as envi-
ronment matting) to handle high frequency reflectance functions, such as spec-
ular reflections and refractive materials?

• Decoupling incident illumination resolution and acquisition time. In envi-
ronment matting, the number of illumination patterns, and thus the duration of
the acquisition process, is insignificant versus the resolution of incident illumi-
nation. The number of illumination patterns in environmentmatting techniques
varies from 1 to 2000. This low number of patterns is due to thenon-linear
dependency of the filter parameters on the information gained from the illumi-
nation patterns. Can similar ratios be obtained in a linear image-based relighting
setting?
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The setup used in most environment matting papers (i.e., a CRT monitor) as a spa-
tially controllable light source, is very interesting. However, due to the dense packing
of controllable illumination elements (i.e., pixels on thesurface of the screen), naively
applying a similar acquisition process as the Light Stage, results in some practical
problems. A typical CRT monitor has approximately a resolution of 1024×1024 pix-
els. If a Light Stage acquisition approach would be taken (i.e., for each light source,
record a high dynamic range photograph of the scene illuminated by this light source),
the same number of HDR photographs needs to be recorded. Assuming that each HDR
photograph takes 1 second to record, this would result in 12 days of continuous acqui-
sition. Not only the duration of the acquisition is problematic, also the storage of all
recorded photographs. Assuming that each HDR photograph can be losslessly com-
pressed to 50Kb, this would still result in a total storage requirement of 50Gb. This
also implies that the same amount of data needs to be processed before a relit image
can be computed.

In this chapter, two new image-based relighting techniquesare introduced, that
were developed using the theoretical framework presented in chapter 3, and that use
a CRT monitor as source of incident illumination, but do not suffer from the afore-
mentioned problems. A CRT monitor as controllable light source potentially enables
to capture high frequency reflectance functions accurately. The goal is to develop ef-
ficient acquisition methods for capturing the light transport accurately and efficiently
through a scene, without placing restrictions on the materials present in the scene.

6.3 Setup

We use a similar setup as in the environment matting techniques discussed in the pre-
vious section. An object is placed in front of an emitter thatis capable of displaying
structured patterns (e.g., a plasma screen, or a CRT monitor). In our setup we use a
CRT monitor (figure 6.4). A series of illumination patterns is emitted from the CRT
monitor. The resulting effect of each illumination pattern(on the object) is captured
by means of a digital camera.

Using a CRT monitor as source of incident illumination has a number of advan-
tages:

• High frequency incident illumination. Due to the tight spacing of individ-
ual pixels on a CRT monitor, specular and glossy materials can be illuminated
without introducing visual aliasing.

• Complex illumination patterns. Each pixel can emit illumination indepen-
dently of other pixels. This allows to use complex illumination patters (i.e.,
more than a single light source, and each with different intensities or colors).

• Reference images.Because a CRT can emit complex illumination patterns, it
can also be used to create a reference image. In this case, theincident illumi-
nation used to create a relit image, can also be emitted onto the scene from a
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Figure 6.4: The scene is highlighted in red, the camera in blue, and the emitter in green.

CRT monitor. In theory, the relit image and reference image should be indistin-
guishable. Except for the Light Stage v3 [21], this is not possible to achieve (in
a single photograph) with a Light Stage design.

Calibration. Both the CRT monitor and the camera need to be radiometrically cal-
ibrated such that both devices behave linearly in terms of exitant and incident illu-
mination respectively. The camera response curve is determined using the technique
of [22], and each recorded photograph is converted to a high dynamic range image
(see [83], chapter 4 for an in depth discussion on high dynamic range photography).
A minimal shutter time of 1 second is used to avoid synchronization problems with
the refresh rate of the CRT monitor. The gamma curve of a CRT monitor is measured
by recording high dynamic range photographs of the CRT monitor while emitting 256
different intensity images. To avoid additional errors, weopted for not fitting an ana-
lytical gamma curve through the measured intensity values,but use the discrete repre-
sentation (i.e., lookup table) directly. The discrete gamma curve is inversely applied
before emitting an illumination pattern from the CRT monitor, such that the intensity
ratios between the pixels of the patterns and the emitted illumination are the same.

In chapter 3, the assumption was made that all computations could be performed
directly in RGB space. This implies that all three color channels can be processed in
parallel. As a result, only monochromatic illumination patterns (i.e., grayscale) need
to be emitted from the CRT monitor. And thus, no color calibration, except white
balancing, is required.

Recording a reference image. When creating a reference image, care has to be
taken that the illumination used to create a relit image is the same as is used to create
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a reference image.

Using the gamma-curve, the non-linear mapping of intensities can be undone.
However, when using colored incident illumination, a colorcalibration is required.
Color calibrating a CRT monitor is a very difficult problem, since the color mixing is
not necessarily linear, nor does it corresponds with the RGBcolor space of the camera
(i.e., cross-talk). Since it usually concerns only a few incident illumination patterns
(to create a reference image), a different approach can be taken. Taking an HDR pho-
tograph of the CRT monitor while emitting the reference illumination pattern, yields
the actual emitted illumination. Using this HDR photograph, as incident illumination
during relighting, would in theory result in an exact relit image.

There is, however, a slight practical problem with this approach: the geometrical
distortions caused by the intrinsic and extrinsic camera settings (i.e., lens distortion
and camera position) and the curvature of the CRT surface. Tofind the correspon-
dence between CRT pixels and camera pixels, we turn to structured light techniques in
computer vision for inspiration. For an overview on structured light methods we refer
the interested reader to [4, 7, 86]. To create a homography between the camera and the
CRT monitor, we emit horizontal and vertical stripe patterns, each containing approx-
imately 64 stripes, and record an HDR photograph for each emitted pattern. Next, the
edges of the individual stripes are detected in the resulting HDR photographs. Since
the exact positions of the stripe edges are now known in both CRT screen space as in
camera space, a homography between both can be easily interpolated. This homog-
raphy is accurate enough to undo the geometrical deformations in the recorded HDR
photographs of the incident illumination (emitted from theCRT monitor), and thus
this photograph can subsequently be used to compute a relit image.

6.4 Lossy Wavelet Approximations

As noted before, a brute force, Light Stage like, acquisition process is impractical due
to the high number of illumination elements on a CRT monitor.Before developing
the novel acquisition methods, using a CRT monitor as acquisition device, a review of
lossy wavelet approximation is made (section 6.4). This is done in order to evaluate if
these methods can be adapted to optimize the acquisition process, i.e., evaluating their
usability to accelerate the acquisition of reflectance fields (i.e., online compression).

Linear Wavelet Approximation. Linear wavelet approximation compacts a func-
tion by keeping the firstn coefficients of function expressed in the wavelet domain.
This implies an a-priori ordering of the coefficients, and thus basis functions. For ex-
ample, in the case of linear wavelet approximation the following ordering of the (2D)
basis functions can be used:

1. Low detail levels come before high detail levels (figure 6.5.a).
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Figure 6.5: Linear order in a 2D wavelet domain. (a) Low detail levels come before high detail
levels. (b) Within a level, a scanline ordering is used. (c) Ordering over directions. (d) The
complete ordering illustrated on a 3-level wavelet domain (i.e., 8×8 coefficients).

2. Within a level, the scan order is along the x-coordinate (i.e., the y-coordinate
is incremented when the x-coordinate reaches its maximum value and is subse-
quently reset to zero) (figure 6.5.b).

3. For each coordinate (i.e.,(x,y)-coordinate), the different directions are scanned
as: LH, HL, HH (whereL andH stand for the low- and high-pass filters over
eitherx or y direction) (figure 6.5.c).

Figure 6.5.d illustrates this linear order. An advantage oflinear wavelet approx-
imations is that no additional information needs to be stored along with the wavelet
coefficients to reconstruct the functions, since the “location” of the coefficient is im-
plicitly known, due to the ordering, in the wavelet domain. The approximation error,
however, greatly depends on the behavior of the function in the ordered wavelet do-
main. For example, the above ordering works well for smooth functions (e.g., in a
Besov space) since the wavelet coefficients decay with increasing level. Singularities,
on the other hand, will not compress well, since the wavelet coefficients are localized
in each wavelet level.
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Non-linear Wavelet Approximation. Non-linear wavelet approximation keeps
the n largest coefficients. This assumes an a-posteriori ordering (with respect to
wavelet decomposition of the function) of the wavelet coefficients. The approximation
error is guaranteed to be minimal for the number of wavelet coefficients. A disadvan-
tage is that additional information, a coordinate denotingthe “location” in the wavelet
domain, is required per wavelet coefficient to reconstruct the function.

Tree Approximation with Wavelets. A tree approximation [3, 13] ofn wavelet
coefficients, is the set of coefficients for which the approximation error is minimal, and
each ancestor of an included wavelet coefficient is also included in the approximation.
The notion of an ancestor of a wavelet comes naturally from the hierarchical nature
of the wavelet domain. An advantage of a tree approximation is that less additional
information per coefficient is required to store and reconstruct a tree approximated
function than a non-linear approximation. For each coefficient, a single bit per child
is needed to indicate if the tree approximation includes these children. A non-linear
wavelet approximation on the other hand requires an index, usually a coordinate, per
coefficient to successfully reconstruct the original function. More information, how-
ever, is required than in a linear approximation. Surprisingly, the performance of a
tree approximation is close to that of a non-linear approximation and superior to that
of a linear approximation for a large class of functions. Forexample, smooth func-
tions have wavelet coefficients that decay as the wavelet level increases, and thus the
parents of included nodes have a larger coefficient and is therefore also included. The
wavelet coefficient of a singularity have large wavelet coefficients organized along the
branches of a wavelet tree. Both these types of functions canbe represented by a tree
approximation without loss of efficiency compared to a non-linear wavelet approxi-
mation. To create an optimal tree approximation, the original function must be known
beforehand.

Comparison. Linear and non-linear approximations are each others opposites in
the following sense:

• Linear Approximation is sequential (i.e., linear) over a “spatial” ordering, but
random over a wavelet coefficient magnitude ordering.

• Non-linear Approximation is random (i.e., non-linear) over “spatial” ordering,
but sequential over wavelet coefficient magnitude ordering.

Practically, this implies that linear approximation requires no a-priori knowledge
of the function itself. An approximation is obtained by taking the firstn coefficients,
regardless of their magnitude (i.e., importance). Non-linear approximation on the
other hand, requires full knowledge of the function itself.An approximation is ob-
tained by sorting all coefficients from high to low importance, and taking the firstn
coefficients (i.e.,n most important ones) from this sorted list. A tree approximation
has a strong correlation in both “spatial” and coefficient magnitude ordering. How-
ever, it still requires a-priori knowledge of the shape of the function to create an ap-
proximation.
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Usability. During acquisition, the exact form of the reflectance field, and thus in-
dividual reflectance functions, is not yet known. This implies that non-linear wavelet
approximation, and tree approximation, cannot be used to reduce acquisition duration.
Linear approximation, on the other hand can be used, but there is no guarantee that
a good approximation is obtained. Ideally, we would like to have a spatial ordering
which is also linear in coefficient magnitude ordering. However, such an universal
ordering does not exist for general functions expressed in awavelet basis.

6.5 Progressive Tree Approximations

In this section a progressive tree approximation algorithmis presented. This progres-
sive algorithm will form the basis of the two novel acquisition methods introduced in
sections 6.6 and 6.7.

The lossy approximation techniques of the previous sectionare specifically geared
towards data compression. In such a case, the function is known beforehand, and the
storage requirements are minimized as much as possible. Progressive tree approx-
imation starts from a different situation, i.e., the function is not completely known
beforehand, but individual coefficients can be queried at anunknown cost (and should
therefore be avoided as much as possible).

Two variants of progressive tree approximation are presented. Greedy progres-
sive tree approximationtries to encode all queried coefficients. It assumes that a
coefficient-query is a costly operation in comparison to thecost for storage.Optimal
progressive tree approximationtries to minimize storage requirements, while mini-
mizing the number of coefficient-queries. It assumes that the cost for a query and
storage are in balance. Both methods are based on tree approximation, and have a
sub-linear compacting complexity in terms of the original function size, and a linear
complexity in terms of stored coefficients.

A key assumption is that, if the magnitude of a wavelet coefficient is large, then
there is a large likelihood that its children’s coefficientsare also large. We define
the children of a wavelet as all the wavelet functions of the next level (more detail)
that have an overlap with the parent wavelet’s (spatial) footprint. It is obvious that
this key assumption is not always valid (for example: a function that equals a single
(high level) wavelet function). However, in the cases in which this is valid (or at least
almost valid) a progressive tree approximation algorithm can be applied. This key idea
is supported by the observation that for a large class of functions, a tree approximation
is quasi-optimal [3]. Further support is given by DeVore et al. [25], who noted that for
natural images (i.e., photographs of real scenes) the wavelet coefficients decay, and
that the coefficients tend to cluster in a tree-like manner. This implies that our key
idea would be valid for a large class of functions, includingnatural images.
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Greedy Progressive Tree Approximation. A greedy progressive tree approx-
imation can be described as follows. The approximation is initialized by the lowest
resolution wavelet coefficients. Next, the approximation is progressively expanded by
adding the children of the largest coefficient in the currentapproximation for which
the children have not been added yet (i.e., the leaf nodes in the current tree approx-
imation). This is repeated until the approximation contains enough elements or the
magnitude of the largest leaf node in the tree approximationfalls below some thresh-
old.

Mathematically, greedy progressive tree approximation ofa vectorV can be de-
scribed in a similar manner as non-linear wavelet approximation by using a (progres-
sive) setss to define a wavelet basis transformationψss:

s1 = {Index(ϕ)}

ss = ss−1 ∪ Child

(
arg max

i∈(ss−1−Parent(ss−1))
||(vψ)i ||2

)
, (6.2)

whereIndex(ϕ) is the index of the scale function in the wavelet basisψ (usually the
first column),Parent(·) returns the indices of the ancestors, and,Child (·) the indeces
of the children. Note that(ss−1−Parent(ss−1)) is the set of leaf nodes inss−1 (i.e.,
all the nodes that don’t have child nodes). Furthermore, note that the definition ofss

is a recursive definition. Each additional element inss depends on thes−1 previous
elements. Each queried coefficient(vψ)i is included in the setss, and thus in the tree
approximation, hence the name “greedy”. This reflects the assumption that a query of
a coefficient is significantly more expensive than the cost ofstorage.

The order of processing of a greedy progressive tree approximation can be visual-
ized by considering the tree of wavelet coefficients that connects a wavelet coefficient
with its direct ancestor’s coefficient. Greedy progressivetree approximation starts at
the root of this tree, and subsequently refines (i.e., computes the children’s coeffi-
cients) of the leaf node with the largest magnitude. Note, that for each refinement
step, multiple wavelet coefficients are computed. The number of computed wavelet
coefficients at each step, depend on the dimensionality of the signal and on the size
of the wavelet filter. For example, for 1D functions and using a Haar wavelet basis,
each wavelet has 2 children, thus 2 wavelet coefficients needto be computed in each
refinement step. When using, for example, a DaubechiesD4 wavelet basis on a 1D
signal, each wavelet has 4 children, and thus 4 coefficients need to be computed (at
most). The order of processing in a greedy progressive tree approximation using the
Haar wavelet is illustrated iconically in figure 6.6. In thisexample, the approxima-
tion is initialized by including the root element (4/1). Next, the largest leaf element
is searched for in the current approximation. Since only theroot is present, this ele-
ment is further refined, and the elements 2/4 and 3/2 are added to the approximation.
Again, the largest leaf node is searched for. In this case this is 3/2, which is further
refined, and 3/3 and 1/6 are added. And so on...
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Figure 6.6: Order of processing in a greedy progressive tree approximation using the Haar
wavelet. Left: A complete wavelet-tree of a 1D signal, discretized in 16 elements is shown. The
wavelet coefficients are noted inblue in each node. The order of refinement is denoted inred.
At each refinement step, two new wavelet coefficients (the children’s) are computed. Thegreen
set includes the wavelet coefficients computed after 3 refinement steps (i.e., 7 coefficients).
Note, that 2 elements are not yet refined (order-number 4 and 6) after 3 refinement steps. Right:
For the first 3 refinement steps, the tree approximations are shown (without order number).
The red marked elements are the leaf nodes (of the tree approximation) from which the largest
element is selected for refinement in each iteration step.

Figure 6.7 illustrates greedy progressive tree approximation applied to the Lena
image. At high bit rates greedy progressive tree approximation does not perform well
in comparison to non-linear wavelet approximation (figure 5.3). The main reason for
this is that non-zero coefficients outside a tree structure are (almost) never included,
resulting in some lower bound on the approximation error. Atlow bit rates (i.e., less
than 0.5%) the approximation is about 3% less efficient in terms of error compared to
non-linear wavelet approximation.

Optimal Progressive Tree Approximation. An optimal progressive tree ap-
proximation is more selective as to which coefficients are added to the approximation
than the greedy approach. The basic idea is to add the largestof the leaf node’s chil-
dren. The greedy approximation addedall children of the largest leaf node, whereas
the optimal approximation only adds asinglecoefficient that is the largest of all the
children of all the leaf nodes.

Mathematically, optimal progressive tree approximation of a vectorV can be de-
scribed in a similar manner as greedy progressive tree approximation by using a pro-
gressive setss to define a wavelet basis transformationψss:
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Figure 6.7: Greedy progressive Haar wavelet tree approximation applied to the Lena image. A
512×512 image is compressed using a greedy progressive Haar wavelet tree approximation.
For each example the relative number of terms and the relative error are shown.

s1 = {Index(ϕ)}
ss = ss−1 ∪ arg max

i∈(Child(ss−1)−ss−1)
||(vψ)i ||2. (6.3)

Note the different location of the operatorChild (·) compared to equation (6.2).
(Child (ss−1)− ss−1) is the set of all the children of all the leaf nodes. The order
of processing is illustrated in figure 6.8. In this example, the tree approximation is
initialized by the root node 4/1. Next, the largest of all leaf nodes{2/5,3/2} of the
current approximation is added, 3/2 in this case. At this point, the list of candidate
leaf nodes contains:{2/5,3/3,1/8}. From this set, the largest node (i.e., 3/3) is added
to the tree approximation. This is repeated until some stop criterion is reached.

An important difference between equations (6.2) and (6.3) is that, in the case
of the greedy approximation the maximum is computed over coefficient magnitudes
||(vψ)i ||2 that are already in the tree approximation, while for the optimal approxi-
mation they are not. The assumption was made that a query for acoefficient(vψ)i

is a relatively expensive operation. Therefore, it is important to minimize the num-
ber of queries, and to cache queried coefficients as much as possible. For the greedy
algorithm this implies that the maximum is computed on coefficients already in the
approximation, and a query is only performed when adding newchildren coefficients
to the tree approximation. In case of the optimal progressive tree approximation, an
explicit cache needs to be maintained. This can be achieved by introducing a priority
queuep, and changing equation (6.3) as follows:
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Figure 6.8: Order of processing in an optimal progressive tree approximation using the Haar
wavelet. Left: A complete wavelet-tree of a 1D signal, discretized in 16 elements is shown. The
wavelet coefficients are noted inblue in each node. The order of refinement is denoted inred.
At each refinement step, a single new wavelet coefficient is added. Thegreenset are the wavelet
coefficients computed after 7 refinement steps. The green setis equal is size then the marked
set in figure 6.6. However, the approximation error is less than in the greedy approach. Right:
For the first 3 refinement steps, the tree approximations are shown. For each approximation,
the list of candidates nodes, from which a coefficient is added in the next refinement step, are
shown inred. These red candidate nodes arenot part of the optimal tree approximation.

p0 = {Index(ϕ)}
s0 = /0

ps = ps−1 ∪ Child

(
arg max

i∈ps−1
||(vψ)i ||2

)
− arg max

i∈ps−1
||(vψ)i ||2

ss = ss−1 ∪ arg max
i∈ps−1

||(vψ)i ||2. (6.4)

The priority queue contains all the children of the leaf nodes of the tree approximation.
By only performing a query operation when adding children tothe priority queue, the
number of queries is minimized. To refine the setss−1, no new queries are made, but
the requested coefficient is retrieved directly from the priority queue. Figure 6.9 illus-
trates optimal progressive tree approximation applied to the Lena image. In general,
the optimal progressive tree approximation performs better than greedy progressive
tree approximation (figure 6.7). At high bit rates optimal progressive tree approx-
imation does not perform well in comparison to non-linear wavelet approximation
(figure 5.3). The main reason for this is that non-zero coefficients with a zero parent
coefficient are (almost) never included, resulting in some lower bound on the approxi-
mation error. At low bit rates (i.e., less than 0.5%) the approximation is about∼ 0.7%
less efficient in terms of error compared to a non-linear approximation. This proves
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Figure 6.9: Optimal progressive Haar wavelet tree approximation applied to the Lena image. A
512×512 image is compressed using a optimal progressive Haar wavelet tree approximation.
For each example the relative number of terms and the relative error are shown.

empirically that the efficiency of the optimal progressive tree approximation is a close
match with that of a non-linear wavelet approximation for low bit rates.

Approximation Error In general the approximation quality of a progressive tree
approximation will be similar to a normal tree approximation. Furthermore, the qual-
ity of an optimal progressive tree approximation will be better than that of a greedy
progressive tree approximation. The quality of the approximation is superior to linear
approximation, and can for a large number of function classes approach the quality
of a non-linear approximation. To obtain an equal quality asin a non-linear wavelet
approximation (assuming an optimal progressive tree approximation), the input vector
must meet the following condition:

||(vψ)i ||2 ≤ ||(vψ)Parent(i)||2,

for anyi ∈ ss. Or in words, the wavelet coefficients should be monotonically decreas-
ing along the branches of the wavelet tree. Smooth functions(e.g., in a Besov space)
and natural images [25] meet this condition, and thus can be approximated without
loss of quality by an optimal progressive tree approximation.

A large class of functions satisfy to a related condition:

weight(Level(ψ·,i)) · ||(vψ)i ||2≤ weight(Level(ψ·,i)−1) · ||(vψ)Parent(i)||2, (6.5)
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whereweight(·) is a weighting function taking a wavelet level as parameter.An exam-
ple of a class of functions that follow this rule are non-oscillating1 amplitude limited
functions (i.e.,−c≤ maxf (x) ≤ c). An efficient approximation, with respect to a
weightednorm, is possible in such a case using an optimal progressivetree approxi-
mation. Note that general reflectance functions fall in thislatter category because of
the law of energy conservation (i.e., a reflectance functioncannot reflect more light
than it receives).

6.6 Explicit Sampling

In this section we introduce a novel method to acquire an approximation of the re-
flectance field of a scene in a sub-linear complexity based on agreedy progressive
tree approximation. This method was first presented in [74].This section is struc-
tured as follows: first the basic idea is detailed on a single reflectance function (sub-
section 6.6.1). Next, this is expanded to include the acquisition of the complete re-
flectance field in subsection 6.6.2. The complete acquisition process is finally pre-
sented in subsection 6.6.3. Some practical considerationsare mentioned in subsec-
tion 6.6.4. Finally, some results (subsection 6.6.5) and the method itself are discussed
in subsection 6.6.6.

6.6.1 Basic Idea

Let’s for the moment consider only a single reflectance function, and try to extend
the conclusions afterwards to a complete reflectance field. As in chapter 5, given a
progressive tree approximation setss, the resulting basisψss can be used to compress
a reflectance functionT i :

T i ≈ (T iψss)ψss
T .

In the case thats= l (the resolution of the incident light field) then the basis trans-
formationψsl is equivalent toψ, but in which the columns are permutated. However,
as mentioned before, if the size of the incident illumination becomes too large, cap-
turing the whole reflectance field becomes impractical. Therefore, we prefer the size
of the final setss to be significantly smaller than the size of the incident illumination.
We will use a progressive tree approximation to achieve thisgoal.

Due to the progressive nature of greedy progressive tree approximation, a basic
algorithm (see figure 6.10) can be formulated based on the hierarchical set defined in
equation (6.2). This algorithm works as follows: First, thelowest resolution wavelet
basis function is emitted, from the CRT monitor, onto the scene and the pixel response
is observed (i.e., by taking an HDR photograph and isolatingthe relevant pixel). This
observed wavelet coefficient is added to the current tree approximation of the pixel’s
reflectance function. Next, from the current approximation, the subsequent wavelet

1With non-oscillating functionswe refer to functions that do not contain isolated wavelet-like structures.
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Init : s= 1, ss = {Index(ϕ)}, wavelet basisψ

while(s< maximum number of coefficients)
{

Emit: the wavelet basis functionψ·,s[s]
Observe: (c(s))i = T i ·ψ·,s[s]

(i.e., i-th pixel in an HDR photograph)

Compute: ss+1 based on
{

(c(1))i , ...,(c(s))i

}

s← s+1
}

Output: tree approximation
[
(c(1))i | ... |(c(s))i

]
of Tψss i

Figure 6.10: Greedy progressive tree approximation on a single reflectance functionT i .

basis functions to emit are determined. This is achieved by identifying the wavelet ba-
sis function that resulted in the largest observed wavelet coefficient magnitude among
all leaf nodes (i.e., non-refined wavelet basis functions) in the current tree approxima-
tion. Of this wavelet basis function, the children wavelet basis functions are emitted,
and the observed coefficients are added to the current tree approximation. This is re-
peated until some stop criterion is met.

This algorithm can be efficiently implemented by explicitlyconstructing a tree as
in figure 6.6, or by using a priority queue (i.e., the observedwavelet coefficients(c( j))i

(under thej-th wavelet illumination condition) are placed on a priority queue. At each
iteration, the top of the priority queue is removed. The children of this top-element
are the elements to query subsequently).

6.6.2 Extension to Reflectance Fields

There are two problems that need to be solved before the algorithm given in the pre-
vious subsection can be practically used:

1. A reflectance function corresponds to a single camera pixel. However, a camera
records multiple pixels in parallel in a single photograph,and thus gains in-
formation from multiple reflectance functions at once. Therefore, the question
arises: “how to extend this algorithm to capture the complete reflectance field,
and not only a single reflectance function”.

2. How to ensure that the greedy progressive tree approximation is well-behaved
such that it converges to an as optimal as possible approximation?

Reflectance fields (1). Reconsider the basis equation (3.1):C = TL + S. This
equation describes what happens if some form of incident illumination is applied to a
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scene. In the algorithm described above, different waveletbasis functions are emitted
onto the scene, and appropriate action is taken with respectto the observed wavelet
coefficients. When capturing an HDR photograph of the scene illuminated by a pro-
gressively selected wavelet basis function, not only the wavelet coefficient of that par-
ticular reflectance function (on which the progressive order is computed) is observed,
but also the wavelet coefficients of all other reflectance functions with respect to the
emitted wavelet basis function.

It is important to realize, that the setss of the tree approximation is only optimal
for a single reflectance function, and not forall reflectance functions. It is obvious
that creating the setss with respect to a single reflectance function, is not the bestway
to create a progressive tree approximation for the whole reflectance field. Instead it
would be better to base the choice of the subsequent emitted wavelet basis function on
the previously observed wavelet coefficients of all reflectance functions. Thep-norm
of the exitant illumination is a good candidate to base this decision on. Thep-norm of
a vectorV is defined as:

||V||p =

(
l

∑
i=1

|vi |p
) 1

p

.

A p-norm of the observed image can play a similar role as the weight of a sin-
gle coefficient magnitude in algorithm 6.10. A refined acquisition algorithm using
the p-norm is given in figure 6.11. This algorithm works in a similar manner as algo-
rithm 6.10, but instead of observing a single pixel’s coefficient, the wavelet coefficients
of all pixels are observed in parallel. The decision to what wavelet basis functions to
emit next, is now based on thep-norm of the observed images.

Conditions (2). In section 6.5 the approximation errors for a progressive tree ap-
proximation are discussed. A critical condition for a well-behaved progressive refine-
ment method is the decay of the wavelet coefficients along thebranches of the wavelet
tree. As the algorithm is currently formulated (figure 6.11), there is no guarantee that
this is the case. Given the fact that reflectance functions are amplitude-limited, and
thus the condition in equation (6.5) holds, a suitable weighting must be defined. There
are two possible solutions to achieve this:

1. Weighting of the observed wavelet coefficient images.The wavelet coeffi-
cients (images) could be weighted, such that the weighted wavelet coefficients
decay with advancing wavelet level. However, the effect on the complete sys-
tem must be evaluated carefully. The obtained progressive tree approximation is
obviously not optimal anymore with respect to theL2-error, but to the weighted
norm.

2. Scaling of the wavelet basis functions.By selecting a different normalization
on the wavelet basis functions a similar effect as above can be obtained. It is
important to realize, that this also implicitly results in adifferent error norm.
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Init : s= 1, ss = {Index(ϕ)}, wavelet basisψ

while(s< maximum number of coefficients)
{

Emit: the wavelet basis functionψ·,s[s]
Observe:C(s) = Tψ·,s[s]

(i.e., recording an HDR photograph)

Compute: ss+1 based on
{
||C(1)||p, ..., ||C(s)||p

}

s← s+1
}

Output: tree approximation
[
C(1) | ... |C(s)

]
of Tψss

Figure 6.11: Greedy progressive tree approximation on the complete reflectance field.

For this technique we will use the first method (weighting of the observed wavelet
coefficient images) to ensure a well-behaved progressive tree approximation. We show
that by restricting the properties of the incident illumination used afterwards for re-
lighting, a perfect progressive tree approximation with respect to theL2-error on the
relit results is obtained, regardless of the non-optimal error on the reflectance field
due to the weighting. Furthermore, we will show that both approaches, weighting and
scaling the basis functions, are identical.

As mentioned before, DeVore et al.[25] noted that for natural images (i.e., pho-
tographs of real scenes) wavelet coefficients decay, and that this decay is dependent
on the levelv or resolution of the wavelet, the local order of continuityt of the image,
and the number of dual vanishing moments2 d of the wavelet:

decay∼ 2−v max(t,d).

Intuitively, this implies that the energy content decays over different wavelet levels,
and thus the importance of details in a natural image is directly proportional to the spa-
tial size of the detail. It is reasonable to assume that incident illumination also behaves
as a natural image. Dror et al. [28] investigated the statistics of real-world illumina-
tion, and conclude that the statistics are very similar to that of natural images, with
the exception of bright point light sources such as the sun. This assumption allows
us to define an upperbound for the wavelet coefficients of any incident illumination in
function of the wavelet levelv:

weight(v) = cr 2−v×cs, (6.6)

2the order of polynomials that can be approximated by thedual scaling functions of the wavelet.
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wherecs is a constant (≥ 1) indicating the general smoothness of the incident illu-
mination and of the specific wavelet basis used.cr is a constant (> 0) related to the
dynamic range of the considered incident illumination. In this work we setcs = 1,
however, if it is a-priori known that the incident illumination or the wavelet basis are
smooth, then a largercs could be used. Selecting a larger constantcs favors wavelet
basis functions with low level (low frequency wavelet functions) over wavelet basis
functions with a high level (high frequency wavelet functions).

Given a wavelet basisψ, a weighting vectorW can be defined, in which each
element is determined bywi = weight(Level(ψ·,i)). SinceL is similar to a natural
image, equation (6.6) holds, and thuswi ≥ ||ψTL||2. The upperbound on thep-norm of
any exitant illumination (i.e., camera image) can be derived from the general relighting
equation which relates any incident illuminationL to the observed exitant illumination
C:

||C||p = ||TL||p
= ||Tψ(ψTL)||p
≤ ||TψW||p
≤ ∑

i
||wi(Tψ)·,i ||p

= ∑
i

||wiTψ·,i ||p

= ∑
i

wi ||Tψ·,i ||p. (6.7)

In other words, thep-norm of any relit image is bounded by the sum of weightedp-
norms of the observed effects of emitting the wavelet basis vectors onto the scene.

As noted before, weighting thep-norms of the observed exitant illumination un-
der wavelet incident illumination instead of using thep-norm directly yields a well-
behaved progressive tree approximation algorithm becauseof equation (6.5), and the
error on the reflectance field is optimized to the weightedp-norm. However, from
equation (6.7) it follows that the error on the relit image (under natural illumination)
is optimal under anyp-norm (including theL2-norm), since this error is bounded by
the sum of weightedp-norms. The goal is to create relit images, therefore the first
(i.e., error on the reflectance field) is of lesser consequence than the latter (i.e., error
on the relit images).

Now consider the relation between weighting thep-norm and using a different
wavelet normalization. There are two kinds of common wavelet normalizations:

1. Constant energy.All wavelets have the same energy. (high-pass Nyquist gain
=
√

2, and low-pass DC gain =
√

2). This normalization is required if an or-
thogonal wavelet basis is needed (assuming that the shape ofthe wavelet allows
this).
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Init : s= 1, ss = {Index(ϕ)}, wavelet basisψ

while(s< maximum number of coefficients)
{

Emit: the wavelet basis functionψ·,s[s]
Observe:C(s) = Tψ·,s[s]

(i.e., recording an HDR photograph)

Compute: ss+1 based on
{
||C(1)||wp , ..., ||C(s)||wp

}

s← s+1
}

Output: tree approximation
[
C(1) | ... |C(s)

]
of Tψss

Figure 6.12: Explicit sampling of a wavelet reflectance field using a greedy progressive tree
approximation algorithm and a weightedp-norm.

2. Constant amplitude. All wavelets have approximately the same amplitude.
(high-pass Nyquist gain = 2, and low-pass DC gain = 1).

The observations of DeVore et al. [25] regarding the decay ofthe wavelet coeffi-
cients of natural images are made under a constant energy normalization. The relation
between a constant energy and a constant amplitude normalization is identical to equa-
tion (6.6) in whichcs andcr are equal to 1. Note thatcs = 1 is the worst case, andcr is
a constant for all wavelet level and does not affect the ordering of the observed wavelet
coefficients orp-norms. This shows that using a constant amplitude normalization is
equivalent (although a bit more restrictive) than using a weighting function.

From theconstant amplitudenormalization is it very easy to prove the decay of
the observed wavelet coefficients. First, consider the factthat a single reflectance
function cannot reflect more light than it receives. This follows directly from the con-
servation of energy. This implies that the energy in a reflectance function is bounded
in some interval3. Furthermore, this implies that elements in the reflectancefunctions
are also bound, and thus consequently, given the fact that the wavelet basis functions
are normalized to a constant amplitude, the wavelet coefficients are also bounded.

6.6.3 Feedback Loop

As mentioned before, we will use a weighting of the p-norms ofthe observed images
C. This is denoted by:||·||wp. The final algorithm can now be seen in figure 6.12. This
algorithm works as follows: First, low frequency wavelet basis functions are emitted
(from a CRT monitor) onto the scene, and HDR photographs are recorded. Depending

3the constantcr of the weighting function (equation (6.6)) actually reflects this, and is the upperbound
on the energy content
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Figure 6.13: A flow-chart of the complete explicit sampling acquisition process.

on the weightedp-norm of the observed images in the current tree approximation, the
subsequent wavelet basis functions to emit are determined.This decision is made by
selecting the children of the wavelet basis functions (fromthe leaf nodes of the current
tree approximation) that has the largest weightedp-norm. This process is repeated
until some stop criterion is reached. Possible stop criteria are:

• Acquisition time limit. Each additional recorded HDR photograph requires
extra acquisition time. In some cases it might be advantageous to set a time-
limit for the acquisition.

• Maximum number of wavelet coefficients. Related to the previous, an upper
limit on the number of emitted wavelet illumination patterns can be set. This
also implies that, during relighting, the incident illumination is only approxi-
mated by the same set of wavelet basis functions.

• Weighted p-norm threshold. Instead of limiting the acquisition time or the
number of wavelet coefficients, the acquisition process canbe stopped when
the weighted p-norm falls below some threshold. This weighted p-norm is an
indication of the error on the approximation of the reflectance field.

In practice, the algorithm in figure 6.12 uses a feedback loop. It iteratively emits
a wavelet basis functionψ·,s[i], records an HDR photographC(i), analyses this pho-
tograph, and decides what wavelet basis to emit subsequently. Recording an HDR
photographC(i) corresponds to a coefficient query operation in the progressive tree
approximation algorithm of section 6.5. This is a very expensive operation in com-
parison to storing an HDR photographC(i), because an HDR photograph needs to
be recorded, which can take multiple seconds. Therefore a greedy progressive tree
approximation algorithm is used as a basis for this algorithm rather than an optimal
progressive tree approximation algorithm. Figure 6.13 illustrates the complete acqui-
sition process .
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6.6.4 Practical Considerations

There are some practical issues that need to be considered before the feedback loop
algorithm of the previous subsection can be implemented.

P-norm. Any value can be used in theory forp when computing thep-norm. In
our implementationp is set to 2. In other words, we use the squared normL2. The
L2-norm weights low radiance values (which are more susceptible to noise) less. This
improves the stability of the feedback loop with respect to measurement noise.

2D wavelet basis functions. In the feedback loop 2D wavelet patterns are emit-
ted. This creates some ambiguity in the definition of a parent/child of a wavelet.
Previously, we defined the children of a wavelet as the wavelets of the next level that
have a footprint that overlaps with the footprint of the parent wavelet. 2D wavelet
basis functions also have an “orientation”, i.e., different 1D scale, and, 1D wavelet
basis function combinations. There are 3 orientations associated with each wavelet
“location”. In our implementation, a weightedp-norm is associated with a wavelet lo-
cation. For each location, the contributions (weightedp-norms) of the orientations are
summed. This means that at each feedback step, when the coefficients of a wavelet lo-
cation are queried, all 3 orientations need to be emitted, and their responses acquired.

Emitting Wavelet Illumination Patterns. The dynamic range of a wavelet illu-
mination pattern usually does not fit within the range of the emitter, nor is the range
of the emitter linear in radiance space. Scaling the waveletpatterns (and doing the in-
verse scaling on the resulting observed photographs) solves the first problem, whereas
calibrating the emitter solves the second.

Before emitting a pattern, the gamma curve of the emitter needs to be inversely
applied in order to transform the non-linear range of the emitter to a linear range in
radiance space. This was already discussed in 6.3.

Also, wavelets have positive and negative values. Therefore we need to map each
wavelet illumination pattern to a completely positive range, since emitting negative
light is not possible. Let’s assume that the scaled waveletψ·,i has a range of[−1,+1]
and the range of the calibrated emitter is linear in radiancespace[0,1]. Two mappings
are possible:

1. Translating the wavelet and scaling it:ψ′·,i =
ψ·,i+1

2 ,

2. Splitting it into two patternsψp·,i andψn·,i that contain respectively the positive
and negative part ofψ·,i .

The resulting photographCψ·,i when illuminating the scene by the wavelet illumi-
nation patternψ·,i can be reconstructed as follows:

1. Cψ·,i = 2Cψ′ ·,i −C1, whereC1 is the observed result of illuminating the scene by
emitting a full white pattern from the CRT monitor.
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2. or, respectively,Cψ·,i = Cψp·,i −Cψn·,i .

The latter approach, which we use, has some practical advantages. First, exposing
a CRT monitor for a long period with the same color introducessignificant extra noise
caused by the afterglow from these pixels. Second, the dynamic range of an emitted
wavelet pattern is doubled at the cost of an extra HDR photograph.

Directly Visible Pixels. Directly visible backdrop pixels from the emitter should
not be included in the computation of||Cψ·,i ||wp, because these pixels will behave as a
perfect specular material, and will influence the performance of the acquisition nega-
tively (see also subsection 6.6.6, discussion on the acquisition of specular materials).
An alpha-matte is computed in order to exclude these directly visible elements. This
alpha-matte is constructed using the method proposed by Zongker et al. [119]. The
overhead of recording these extra photographs of progressively finer stripe patterns is
minimal. Uncovered pixels in the matte are replaced in the final image by the cor-
responding incident illumination values, by using the correspondence between CRT
pixels and camera pixel (see section 6.3).

Stop Criterion. In our experiments, we use an acquisition time limit of 12 hours
for each scene as the stop criterion in the feedback loop. Thetotal recording time could
be improved by using a better synchronization between the digital camera (Canon EOS
D30) and the feedback loop. The use of a digital video camera can reduce the time to
capture a reflectance field even more.

6.6.5 Results

The result of the acquisition process is a set of recorded HDRphotographsC(i) =
Tψss ·,i , and a setss. A relit image can be easily computed by using equation (5.2)
combined with equation (5.3):

C = TψssLψss +S.

In other words: First, the novel incident illuminationL is decomposed into the wavelet
basisψ. Next, the observed imagesC(i) are weighted by thess[i]-th element of the
decomposed incident illuminationLψ, and summed to form the relit imageC. This is
very similar to the relighting process used by Debevec et al.[20], described in sec-
tion 2.3.

In contrast to other environment matting methods, using a similar setup, the pre-
sented method can handle diffuse surfaces. This can be seen in figure 6.14 where four
different colored cubes are placed on a diffuse surface, illuminated by a low frequency
incident light field. Approximately 400 wavelet illumination patterns are used to cap-
ture the reflectance field of the depicted scene. In figure 6.15, the same scene is shown,
illuminated from a small square located respectively left,middle, and right behind the
cubes. As can be seen, the shadows are faithfully reproduced, something that would
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Reference Photograph Relit Result

Figure 6.14: A scene containing diffuse surfaces, acquired by emitting only 400 Haar wavelet
illumination patterns. On the right, the scene is relit using a low frequency incident illumination
field. On the left a reference photograph of the scene under the same illumination emitted from
the CRT monitor.

have been impossible to achieve using simple filter functions as in other environment
matting methods.

In figures 6.16 and 6.17, a scene containing a glass candy jar filled with little
candy bears is depicted, relit by a photograph of a river and astreet as incident illu-
mination. The environment matte is captured using 2400 HDR photographs (or 1200
Haar wavelet illumination patterns split in a negative and positive part). In both ex-
amples, a reference figure is shown on the left. The slight mismatch in colors between
the reference photograph and the relit result is caused by a non-optimal color calibra-
tion of the CRT monitor. Figure 6.18 shows a small number of observed responses of
the glass bear scene under wavelet illumination. Positive values are indicated in blue,
while negative values are marked in yellow. Figure 6.19 illustrates the effect of cap-
turing the reflectance field with fewer terms (i.e., taking fewer photographs and thus
using fewer wavelet illumination patterns). The glass bearscene is captured using,
from left to right, 100, 300, 600, and, 900 wavelet illumination patterns respectively.
To give a better idea of the impact of using fewer terms, the directly visible pixels are
not replaced by the correct pixels from the incident illumination nor is the ambient
illumination termSadded.

Figure 6.15: Relit images illustrating faithful reproduction of shadows. The incident illumina-
tion consists of a square light source positioned respectively left, middle, and right behind the
colored cubes.
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Figures 6.20 and 6.21 show the effect of using a different wavelet than the Haar
wavelet. Using a higher order wavelet, e.g., the 9/7 Daubechies wavelet, can result
in a smoother approximation. Using these smooth wavelets yield more pleasing re-
sults if the number of photographs is very limited with respect to the resolution of
the incident illumination, as opposed to the Haar wavelet which yields blocky results.
The advantages of these higher order wavelets become less obvious when the number
of recorded wavelet illumination patterns increases. The reason is that these higher
order wavelets require more coefficients to represent high frequency details, and thus
require to observe more high resolution wavelets to represent these fine details. This
number of (high resolution) wavelet patterns quadruples with every increase in level.
Again, the slight mismatch in colors in these results between the reference photograph
and the relit results is caused by a non-optimal color calibration of the CRT monitor.

The acquired examples require on average 2.5GB to store all photographs (RLE
compressed). Using more advanced compression algorithms (e.g., JPEG2000) could
further reduce the required storage.

6.6.6 Discussion

We conclude this section on explicit sampling of wavelet represented reflectance func-
tions with an analysis of the error bound on the relit images,and a review of the
limitations of this method.

Error bound. There exists an interesting relation between the p-norm ofCψ·,i and
of ψ·,i :

||Cψ·,i ||p≤ c||ψ·,i ||p.

This means that thep-norm on an observed image ofany scene under wavelet illumi-
nation, is bounded by the energy (according to thep-norm) of the wavelet illumination
(times a constantc). This is a direct result of the fact that a material cannot reflect more
light than it receives (the constantc expresses the relation between the amount of light
emitted and the magnitude of a single element in the incidentlight field vectorL).
Together with equation (6.7) this results in an important observation: the error on the
relit imageC is bounded by the error on the approximation of the incident illumina-
tion L. In other words, it is an upper-boundary for the error onC and is, in general, an
overestimation of the real error. It also implies that increasing the number of emitted
wavelet basis functions will have a positive effect on the error of C, and in the limit
this error will vanish.

Limitations. The number of wavelet illumination patterns required to obtain an ac-
ceptable approximation of the reflectance field of a scene is in general limited (e.g.,
400). However, the number of required wavelet illuminationpatterns, and thus HDR
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Reference Photograph Relit Result

Figure 6.16: A glass candy jar filled with candy bears. Left: Reference photograph. Right:
Relit result of the scene captured with 1200 Haar wavelet illumination patterns.

Reference Photograph Relit Result

Figure 6.17: Identical to figure 6.16, but relit with a different incidentlight field.
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Figure 6.18: An small subset of observed responses under wavelet illumination patterns. Pos-
itive values are given in blue, while yellow indicates a negative value. For each example, the
emitted wavelet basis function is shown below each of the observed responses.

photographs which need to be recorded, does not scale well when the scene contains
specular objects. A small footprint wavelet illumination pattern contributes signifi-
cantly to only a few (specular) pixels in the recorded photograph, and thus yields a
limited gain in information for the reflectance field approximation. This is visible
in figure 6.18, where fewer pixels are lit in the image illuminated by high frequency
wavelet basis functions. Furthermore, the amount of light reflected from the object
into the camera is closely related to the footprint size of the wavelet basis function,

300 Haar Coefficients 600 Haar Coefficients100 Haar Coefficients 900 Haar Coefficients

Figure 6.19: The effect of increasing the number of wavelet coefficients.The scene is captured
using, from left to right, 100, 300, 600, and, 900 Haar wavelet illumination patterns. During
relighting, directly visible pixels on the CRT monitor are not replaced, nor is the self-emittance
termSadded.
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Reference Photograph Relit Result Relit Result
(Haar Wavelet) (9/7 Daubechies Wavelet)

Figure 6.20: The effect of using different wavelet types during acquisition of a dinner scene.
Left: reference photograph. Middle: Haar wavelet. Right: 9/7 Daubechies wavelet.

Reference Photograph Relit Result Relit Result
(Haar Wavelet) (9/7 Daubechies Wavelet)

Figure 6.21: Identical to figure 6.20, but relit with different incident illumination.
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requiring a large dynamic range to accurately capture both small and large footprint
wavelet patterns.

6.7 Implicit Sampling

In this section, an implicit wavelet sampling algorithm forthe acquisition of reflectance
fields is introduced. This algorithm avoids the disadvantages of the explicit wavelet
sampling algorithm of the previous section. Furthermore, it has a constant acquisi-
tion complexity, and a linear (in terms of desired number of terms) post-processing
complexity. This method was first introduced in [75]. This section is structured as
follows. First the basic idea is outlined in subsection 6.7.1. Next, we detail the idea
of wavelet noise, and explain how it can be used in an image-based relighting con-
text (subsection 6.7.2). In subsection 6.7.3, we show how anoptimal progressive tree
approximation can be inferred from the responses of the scene under wavelet noise
illumination. Practical considerations are detailed in subsection 6.7.4. Finally, the
results are discussed in subsection 6.7.5.

6.7.1 Basic Idea

From the previous section (6.6), it is clear that, although aquasi-optimal sampling for
a single reflectance function can be defined, it is very unlikely that this sampling is
optimal for all reflectance functions in a reflectance field. This implies, that an on-
line sampling algorithm (i.e., using a feedback loop), willnever achieve an optimal
sampling for the complete reflectance field, since the acquisition process is inherently
parallel with respect to all reflectance functions. Therefore, a different strategy is
devised in this section. Instead of selectively sampling the reflectance field during
acquisition, it would be better to capture as much information as possible from the
reflectance field beforehand and afterwards reconstruct thereflectance field from this
data.

Key to our technique is the use of wavelet noise illuminationpatterns. For each
emitted wavelet noise pattern a high dynamic range photograph of the scene is recorded.
Next, an optimal progressive tree approximation is inferred offline from the recorded
data. By decoupling the sampling procedure from the acquisition, approximations for
each pixel’s reflectance function can be computed separately and more accurately.

A wavelet noise pattern is defined as the sum of weighted wavelet basis functions,
and these weights are distributed according to a normal distribution. An example of
wavelet noise is shown in figure 6.22. Using wavelet noise as illumination patterns
has a number of advantages:

• It is possible to generate any number of unique wavelet noisepatterns. Together
with a progressive computation of the reflectance functions, this enables to trade
off between the number of illumination patterns and the quality of the final
approximation.
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Figure 6.22: An example of Haar wavelet noise.

• Because the wavelet noise patterns are densely defined in both space and fre-
quency, each observed pixel gives a response, independently of the underlying
reflectance function, when illuminated by a wavelet noise pattern. Thus, each
additional photograph contributes new information to the computation of a re-
flectance function for every pixel.

• It is possible to fix the average of each wavelet noise pattern, minimizing the
dynamic range that needs to be captured.

A progressive algorithm is used to infer the reflectance function for each pixel
separately from the responses of the wavelet noise patterns. The number of wavelet
coefficients in the final approximation can be either user-defined or dynamically de-
termined depending on the number of input illumination patterns. In order to pro-
gressively refine the approximation of the reflectance functions, a refinement oracle
based on optimal progressive tree approximation with wavelets is used. A similar
problem is addressed in the previous section (6.6), and in Matusik et al. [61]. Both
use a progressive algorithm:

• In the previous section a feedback loop is used to determine online which subse-
quent wavelet illumination patterns are important for the approximation of the
wavelet represented reflectance field. The selection of these subsequent illumi-
nation patterns is based on information from already acquired photographs. The
children of the wavelet, that resulted in the largest contribution to the reflectance
field (i.e., photograph with the largest weightedL2-norm), are selected to be
processed in the subsequent iteration. Note, that the selection of the wavelet il-
lumination patterns is based on information gathered from all pixels in parallel,
which can result in a non-optimal choice for individual pixels. Furthermore, it
is possible that a child of another (less) important waveletis more significant
than the proposed wavelet illumination patterns.

• Matusik et al. [61] use a method in which reflectance functions are approxi-
mated by a collection of non-overlapping box filters, that are split progressively
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(a) Coarse approximation. (b) Split according to energy.
to entropy.

(c) Split according

Figure 6.23: (a) An approximation (red) of a 1D reflectance function (green). (b) Refinement
according to energy content. A better refinement criterion in terms of error, would be according
to entropy (c).

based on the current approximation for each pixel separately. The splitting cri-
terion, however, is not optimal as demonstrated in figure 6.23. Sub-figure 6.23.a
shows an approximation (red) of a 1D representation of a reflectance func-
tion (green). In sub-figure 6.23.b the approximation is refined by splitting the
box filter with highest energy content (as is done in [61]). However, in sub-
figure 6.23.c a more optimal refinement, according to entropy, is shown.

For this method we will use a different refinement oracle based on optimal pro-
gressive tree approximation that avoids the disadvantagesof both methods.

6.7.2 Wavelet Noise

An important tool in this novel acquisition technique is wavelet noise. We define a
wavelet noise patternM ·,i as the sum of normal distributed randomly weighted wavelet
basis functions:

M ·,i = ψ W·,i ,

whereW·,i is a vector ofl normal distributed weights.

The observed exitant illumination under incident illumination M ·,i is (using equa-
tion (3.1)):

C = T M ·,i
= Tψ ψT M ·,i

= Tψ ψT ψ W·,i
= Tψ W·,i ,

and thus the observed responsecp of a single pixelp is:

c(i)
p = Tψ p ·W·,i .
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DenoteW = [W·,1|...|W·,n], where eachW·,i is a column inW (a set of wavelet noise
patterns’ weights). We would like to minimize the number of required illumination
patterns, and thus the number of photographs that need to be captured, such that the
reflectance functionTψ p can still be accurately determined.

Since the reflectance functionTψ p containsl elements, a brute force approach
would require at leastl wavelet noise patternsW·,i , and requires a linear system to be
solved (for the reflectance functionTψ p) for each pixelp:

P = Tψ p W, (6.8)

whereP is a vector containing the observed (known) pixel valuesc(i)
p for each emitted

wavelet noise patternW·,i . However, in chapter 5 we noted that each reflectance
functionTψ p can be compactly represented by a non-linear wavelet approximation.
Now suppose that eachTψ p can be sufficiently approximated by at mostm << l
coefficients. If we know whichmcoefficients are significant, then an accurate estimate
of the magnitude of these coefficients is possible from emitting at leastm wavelet
noise patterns4 M ·,i . Denote the set of thesem wavelet coefficients assm, yielding
a approximative wavelet basisψsm, and a reflectance function approximationTψsm p.
Thus:

P≈ Tψsm p Wsm, (6.9)

whereWsm is a matrix that contains the random wavelet coefficients corresponding to
the wavelet coefficients inTψsm p.

If Wsm, P, and the set ofmsignificant coefficients are known, then the reflectance
functionTψsm p can be efficiently computed using a linear least squares minimization.
BothW andP are known by either construction or acquisition. However, it is unknown
which m coefficients are significant for a pixelp. Furthermore, each pixelp has a
different set ofm significant coefficients.

6.7.3 Progressive Refinement

To compute whichmcoefficients are significant for an approximation of the reflectance
function, a progressive algorithm is used. This algorithm is based on optimal pro-
gressive tree approximation (section 6.5). However, before detailing the progressive
algorithm we first show that it is possible to use a progressive algorithm to infer the
reflectance functions. Next, a refinement criterion for progressively computing a re-
flectance function is derived.

4Generally, it is better to use more thanm wavelet noise patterns, since it is possible that them patterns
are not linearly independent for the subspace spanned by them non-zero wavelet coefficients.
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Validity of a Progressive Algorithm. A progressive algorithm is only possi-
ble if a reliable estimate can be made of the magnitude of a subset of the significant
wavelet coefficients. In other words, we need to ensure that the least squares error
when estimating a subset (containing less thanm, and less thanl ) of the wavelet co-
efficients is well behaved. Therefore, reconsider equation(6.9), and extend it with an

error termE(i)
p :

P = Tψsi p Wsi +E(i)
p ,

where 1≤ i ≤m, andsi = {sm[1], ...,sm[i]}. Combining with equation (6.8) we can

write E(i)
p as:

E(i)
p =

(
Tψ p W

)
−
(

Tψsi p Wsi

)

= R(i)
p W,

whereR(i)
p is the residue, containing the wavelet coefficients zeroed out in Tψ p to ob-

tainTψsi p. Note that||R(i)
p ||2 decreases asi increases. Furthermore||R(m)

p ||2≈ 0.

An important observation is that the magnitudes of the elements in E(i)
p are dis-

tributed according to a normal distribution, sinceW follows a normal distribution by
construction, and a weighted sum of normal distributions isa normal distribution it-

self. The mean of all elements inE(i)
p is zero. The variance is determined by the

magnitude of the elements in the residueR(i)
p .

Consequently, thei wavelet coefficients ofTψsi p can be estimated from the ob-
served pixel responsesP using a linear least squares minimization (equation (6.9)).
The error on the estimates decreases if the remaining most significant wavelet co-
efficients are added with increasingi. Therefore, the reflection function’s wavelet
approximationTψsi p should contain thei largest coefficients, in order to minimize the
error on the estimates.

This proves the validity of a progressive algorithm, because it enables to make a
reliable estimate of the wavelet coefficients of a subset of any size (less thanm). Fur-
thermore, this implies, that, by carefully extending the set si, intermediate decisions
can be made based on the current estimates of the wavelet coefficient Tψsi p. Finally,
with each additional increase of the setsi , the quality of the estimates increases.

Progressive Refinement. The previous argument shows that it is indeed possi-
ble to use a progressive algorithm to extract an approximation of a reflectance function
from the observed pixel values under wavelet noise illumination. The estimates of the
i largest wavelet coefficients, can in turn be used to drive theprogressive algorithm,
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Data: priorityQueueprocessOrder
list treeApproximation

Init : add the scale function toprocessOrder
treeApproximationis empty

while(maximum number of coefficients not reachedand
processOrder is not emptyand
processOrder.top> threshold)

{
newWavelet= processOrder.top
addnewWaveletto treeApproximation
estimate the energy in each of thedirect children which

overlap the footprint ofnewWavelet(Least Squares)
insert children inprocessOrder

}
Re-estimate all selected wavelet coefficients (Least Squares)

in treeApproximationto arrive at the final solution.

Figure 6.24: A high level description of the algorithm used to compute a reflectance function
approximation for each pixel.

based on an optimal progressive tree approximation.

An algorithm based on optimal progressive tree approximation can be used for
each reflectance function separately as follows: The setsi , with i = 1, of important
coefficients is initialized to the root of the wavelet tree. The corresponding wavelet co-
efficients of the reflectance functionTψsi p can be estimated by a linear least squares
optimization on equation (6.9). Using these estimates, thesetsi is expanded using
the progressive refinement rule of equation (6.3), and the process is repeated until a
sufficient accurate approximation of the reflectance function is obtained. This algo-
rithm is similar to the one presented in the previous section(6.6), except that the HDR
photographs are recorded beforehand, thus the cost of a query operation is much less
expensive (i.e., only a linear least squares system needs tobe solved, which can be
computed relatively fast).

A problem with this approach is that each time the setsi is extended, all wavelet
coefficients in the current approximation and all their children’s coefficients need to be
re-estimated. Re-estimating all wavelet coefficients at each iteration requires a signifi-
cant overhead, not only in terms of computation, but also in terms of required number
of illumination patterns, since the number of children grows linearly with the length
of the current approximation. A solution to this dilemma is to only estimate the chil-
dren of the wavelet that has been added most recently, and keeping the estimates of
the children of previously added wavelets without re-evaluating them. The rationale is
that the relative error on large estimates is small, and thusthe estimate will not change
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repeat

photograph.

Emit wavelet
noise illumination
and record HDR
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Post-process (repeated for each pixel)
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priority queuep

to the priority
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per pixel.

Figure 6.25: A flow-chart of the implicit sampling algorithm (see also figure 6.24)

much in magnitude. The relative error on small estimates, however, can be large, but
this is not really a problem since we are mainly interested inlarge coefficients. Once
the final setsm is found, all coefficients are re-estimated to maximize accuracy.

This can be efficiently implemented using a priority queue (similar to equation
(6.4)), that contains the estimated children’s wavelet coefficients from which a sin-
gle coefficient is selected in each iteration step. The resulting algorithm is shown
in figure 6.24. There are three wavelet orientations associated with each location in
space. We store the total magnitude of all three wavelets as asingle entry in the prior-
ity queue. When a specific wavelet location is retrieved fromthe queue, we estimate
the direct children in the footprint of all three wavelets (i.e., 12 children for the Haar
wavelet). Therefore, the priority queue is sorted according to intensity, and all three
color channels are processed in parallel. The threshold in the algorithm in figure 6.24
ensures that we are not modeling camera noise. A flow-chart ofthis algorithm is given
is figure 6.25.

6.7.4 Practical Considerations

The algorithm in figure 6.24 requires a least squares minimization for each iteration
during the computation of a reflectance function. A least squares minimization re-
quiresO(m2e) operations, wherem is the number of coefficients to be computed, and
e is the number of emitted wavelet noise patterns, (e.g., using QR factorization), this
is repeatedm times. Thus the total operation count for the computation ofa single
reflectance function isO(m3e). This computation has to be repeated for each pixel’s
reflectance function (i.e., typically 1000× 1000 times). However, this approach is
not optimal, since a large number of operations is repeated between consecutive least
squares minimizations. In figure 6.26 a sequential variant on theQR factorization al-
gorithm is given for computing the reflectance function inO(m2e) time-complexity,
instead ofO(m3e). The algorithm is based on [16] (also in [97], p339), where aQR
factorization is updated for the case a column is added to theoriginal matrix. In our
algorithm this corresponds to adding the wavelet noise coefficients associated with a
specific wavelet “location” (i.e.,Wsi is extended in equation (6.9)). The most expen-
sive step in the algorithm is(6), the back-substitution. To minimize the computational
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Input: Q(i−1), R(i−1)
·,1:i−1, B(i−1), andA·,i

with Q(0) = I , R(0)
·,1:0 = empty, and,B(0) = B

(Q(i−1)R(i−1)
·,1:i−1 = A·,1:i−1)

Output: The solution toA·,1:i X = B

(1) V = Q(i−1)T
A·,i

(2) compute the Householder reflectionH(i) usingV
(3) Q(i) = Q(i−1) H(i)

(4) R(i)
·,1:i =

[
R(i−1)
·,1:i−1 | H(i) V

]

(5) B(i) = H(i) B(i−1)

(6) back-substituteR(i)
·,1:i X = B(i) for X

Figure 6.26: A sequential QR factorization algorithm for computing a least squares solution of
A·,1:i X = B for each iteration of the algorithm in figure 6.24.

cost, the back-substitution should be postponed as long as possible, i.e., only back-
substitute the elements that need to be estimated in the current iteration. Alternatively,
incremental singular value decomposition [10] can be used instead of a sequential QR
factorization.

This all fits in the progressive algorithm 6.24 as follows: When adding a new
wavelet coefficient (from the priority queue) to the approximation, the corresponding
vector of wavelet noise coefficient is added (this corresponds toA·,i in algorithm 6.24),
and theQ andR factors are updated using the algorithm 6.26 (excluding theback-
substitution step(6)). Next the wavelet children of this wavelet are determined,and
added to the priority queue, Again, the corresponding vector of wavelet noise coef-
ficients are (temporarily) added, andQ andR are (temporarily) updated according
to algorithm 6.26. However, instead of computing the complete back-substitution
(step(6)), we only compute a partial back-substitution for the coefficients of the child
wavelets. Next, these coefficients are added to the priorityqueue, andQ, R, and,A
are restored to their original state, and the whole process is repeated. Once the com-
plete approximation is found, a complete back-substitution (step(6)) is computed to
maximize accuracy.

6.7.5 Results and Discussion

The result of the acquisition process is a set of reflectance functionsT
ψs

(p)
m p

, expressed

in a wavelet basisψ, and non-linearly compressed using a sets
(p)
m . Note that this set

s
(p)
m is different for each pixelp, and thus for each reflectance function. A relit image

is created as follows: First, the novel incident illumination L is expressed in the dual
wavelet basisψ. Then, a relit pixel valuecp is computed for every pixelp by taking
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Reference Photograph Relit Result

Figure 6.27: A hard disk illuminated from the right side by a photograph ofa landscape. The
scene contains specular (disk), glossy (cover), and diffuse (underground) materials. A reference
photograph is shown on the left, and a computed relit image onthe right. The reflectance field
is computed from 256 wavelet noise patterns and each reflectance function is approximated by
64 Haar wavelet coefficients.

Reference Photograph Relit Result

Figure 6.28: Identical to figure 6.27, but a photograph of an old stone bridge is used as incident
illumination. A detail of the specular reflection showing the underside of the bridge is shown to
illustrate the presence of stochastic noise on relit results.
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Figure 6.29: A photograph of a hard disk (left) under wavelet noise illumination (right).

the dot-product of the non-linearly approximated reflectance functionT
ψs

(p)
m p

and the

incident illuminationLψ.

In figures 6.27, 6.28, 6.31, 6.32, and 6.33 some results of this technique are given.
A reference photograph is shown, for each pair, on the left, while the computed relit
image is depicted on the right. The reflectance functions forall examples, except those
in figure 6.33, are approximated by 64 coefficients computed from 256 photographs.
The reflectance functions in figure 6.33, are approximated using 128 coefficients com-
puted from 512 photographs. The resolution of the incident illumination is 512×512.
We would like to stress at this point, that each reflectance function uses a different set
of 64 (or 128) Haar wavelet basis functions, as opposed to thetechnique of section 6.6
where all reflectance functions used the same set of wavelet basis functions.

In figure 6.27 and figure 6.28, a hard disk is shown, illuminated from the right
side by two different photographs. The scene contains specular (disk), glossy (cover),
and diffuse (underground) material properties. The final computed reflectance field is
68MB LZW compressed (158MB uncompressed). An example of this scene under a
wavelet noise illumination pattern is shown in figure 6.29.

A detail of this scene, containing a balanced selection of different material prop-
erties, is used to test the influence of the number of coefficients versus the number of
photographs. The results are depicted in figure 6.30. The redgraph shows the error
with respect to the reference image as a function the number of coefficients computed
using 256 illumination patterns. A minimum is reached for 64coefficients. Adding
additional wavelet coefficients allows to approximate the reflectance function more
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Figure 6.30: The error on the approximation and a reference photograph interms of the number
of coefficients and the number of photographs. The error is computed on a detail of the scene
from figure 6.27, and contains a balanced selection of diffuse, glossy, and specular material
properties. The red graph shows the error with respect to thenumber of coefficients when using
256 illumination patterns. The green and the black graph shows the error on respectively 64 and
128 coefficients for a variable number of illumination patterns.

accurately (e.g., from 32 to 64 coefficients), however, onlya limited amount of in-
formation is available to estimate the coefficients, and thus, with each increase in the
number of coefficients, the accuracy of the estimates decreases. At a certain point, the
error on the estimates outweighs the addition in wavelet coefficients (e.g., from 64 to
96 coefficients). The green and black graphs show the error for respectively 64 and
128 coefficients as a function of the number of illumination patterns. As expected the
error decreases with each additional illumination pattern.

The processing time required depends on the number of coefficients, the number
of photographs, the underlying material properties, and the noise threshold. We tested
a number of settings on the detail shown in figure 6.30. The timings for each setting
ranged from 0.005 to 0.075 seconds per pixel on average, on a 3GHz Pentium 4 with
1GB of memory.

In figure 6.31 and figure 6.32 a scene is shown, similar to figure6.20 and fig-
ure 6.21. Unlike the previous method (section 6.6), we also computed the reflectance
functions of directly visible pixels on the CRT monitor. Thefinal computed reflectance
field is 139MB LZW compressed (329MB uncompressed).

To compare the quality of the obtained results of this technique versus the tech-
nique of the previous section consider figure 6.33. This scene contains the glass candy
bear jar which is also used in figures 6.16 and 6.17. The reflectance functions of this
scene are approximated using 128 Haar wavelet coefficients,that are inferred from
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Reference Photograph Relit Result

Figure 6.31: A dinner scene, similar to figures 6.20 and 6.21, captured using 256 wavelet
noise patterns. Each reflectance function is approximated using 64 Haar wavelet coefficients.
A photograph of a small church is used as incident illumination.

Reference Photograph Relit Result

Figure 6.32: Identical to figure 6.31, but relit using a photograph of a small island as incident
illumination.
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Reference Photograph Relit Result

Figure 6.33: The glass candy bear scene, which also featured in figures 6.16 and 6.17, captured
using 512 wavelet noise patterns. Each reflectance functionis approximated using 128 Haar
wavelet coefficients.

the effects on the scene of 512 wavelet noise patterns. Note that although the number
of recorded HDR photographs is only 25% of the number used forthe result in fig-
ures 6.16 and 6.17, the results are visually more pleasing.

All three results show some noise in dark areas. There are twosources of noise.
First, there is measurement noise, noticeable in regions with low reflectance. Second,
there is some stochastic noise, due to the stochastic natureof the illumination patterns
and estimation process (e.g., visible in the detail of figure6.28, under the arch of the
bridge). This stochastic noise shows some structure related to the (Haar) wavelet used.
The amount of noise should decrease if the number of photographs increases.

The methods of section 6.6 (also in Peers and Dutré [74]) andMatusik et al. [61]
are closest related to the presented method. What follows isa short comparison of
the presented methods and [61]. Both [61] and this method have a straightforward
data acquisition process, which is complicated in [74] by the feedback loop. The
number of distinct wavelets in the computed reflectance functions is approximately
262000, which is almost equal to the total number of possiblewavelets (given the
resolution of the incident illumination). This gives an idea on how many wavelets have
to be emitted to achieve similar results with the technique of [74]. Matusik et al. [61]
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solve a constrained linear least squares problem, which is more complex than solving
an unconstrained linear least squares problem. Furthermore, to further enhance the
results [61] requires a spatial correction, which can fail if the scene contains many
high frequency features. The presented method performs better when compared to the
results of [61] without spatial correction. We use a more optimal refinement criterion
compared to both previous methods. Furthermore, it is unclear what the constraints
are on the natural illumination used in [61], whereas the wavelet noise patterns are
well defined. A key difference is that the wavelet noise patterns are dense in space and
frequency, whereas this is not guaranteed for natural images.

6.8 Conclusion

In this chapter, two progressive tree approximation algorithms with wavelets have
been detailed. These two algorithm form the basis for two newefficient acquisition
methods for reflectance fields. Both methods use a CRT monitorto emit structured
illumination upon the scene, and both use a progressive algorithm to approximate the
reflectance field. The first method, based on greedy progressive tree approximation,
uses a feedback loop and selects, during acquisition, whichwavelet basis functions
to use. The second algorithm, based on optimal progressive tree approximation, uses
a fixed set of wavelet noise patterns. From the scene’s response to the wavelet noise
illumination, each reflectance function is progressively inferred.
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Sampling 4D Reflectance
Functions

This chapter discusses the acquisition of 4D reflectance functions. A novel acquisition
device based on the Light Stage is presented. It is shown how this all fits in the frame-
work developed in chapter 3. Finally, an acquisition acceleration method is detailed
that reduces the acquisition complexity fromO (n4) to O (n3). The work presented in
this chapter was first published in [58].

7.1 Introduction

In chapter 2, 2D approximations of 4D incident illumination were discussed. The
motivation behind approximating the incident illumination by a lower dimensional
representation is that due to the direct relation between the dimensionality of incident
illumination and that of the reflectance functions, it is sufficient to capture a lower
dimensional approximation of each reflectance function. Capturing 2D reflectance
functions, and thus a 4D reflectance field, is less complex than acquiring the full 6D
reflectance field.

The relit results under 2D incident illumination look realistic and convincing.
However, there are situation in which 2D incident illumination does not suffice. An
illustration of such a situation is shown in figure 7.1. In this example a paper and a toy
soccer ball are shown, illuminated by the sun shining through some Venetian blinds.
The light coming from the sun is highly directional, while the Venetian blinds cast a
spatially varying illumination pattern on the scene. When capturing an environment
map (2D incident illumination) of this scene will yield a differentresult depending
on the location of the light probe, e.g., the blue and red marked spots in figure 7.1.
For the blue marked spot, the sun will be visible in the environment map. For the red
marked spot, this will not be the case.

It is obvious that certain illumination conditions require4D incident illumination.
However, it is not clear if this also implies the need for 4D reflectance functions. A
common misconception is that if the geometry of an object is known, and for each sur-
face point a 2D reflectance function is also known, then the effects of 4D reflectance
functions can be exactly simulated. The idea is that at each surface point, a 2D slice
of the 4D incident light field is extracted, and used in a 2D relighting computation.

125
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Figure 7.1: A photograph illustrating the importance of 4D incident illumination. A paper and
a toy soccer ball lit by the sun shining through some Venetianblinds. The Venetian blinds cast
spatially varying illumination onto the scene.

In figure 7.2, a situation is shown where this will fail. In this figure, an object is
illuminated by parallel beams of light. A point (a), not illuminated by a beam, still re-
ceives indirect illumination from a point (b) (that is illuminated by a beam). In global
illumination [29], such indirect illumination is computedby performing a full light
transport simulation through the scene. The relighting computations in image-based
relighting are similar to the direct illumination computations in global illumination,
and hence, indirect illumination from other surface pointsis not included in such a
case. A notable exception occurs when at each surface point,the incident 2D slices of
the 4D incident light field are identical. This situation corresponds to relighting with
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(b)

(a)

Figure 7.2: An illustration of the effects of 4D incident illumination. The 4D incident illu-
mination consists of beams of light. Point (a) lies outside abeam, while point (b) is directly
illuminated by a beam. The indirect illumination from point(b) to point (a) can only be accu-
rately computed, when using both 4D incident illumination and 4D reflectance functions.
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2D incident light fields, as discussed in the previous chapters.

To relight with 4D incident light fields, we need to capture a 6D reflectance field.
Similar to capturing 4D incident reflectance fields, this implies that we need to know
how these reflectance fields react to incident illumination,4D in this case. Although
this might seem trivial, a number of practical problems needto be solved. First, how
do we sample this 4D space of incident illumination? Second, a 4D space also implies
anO (n4) acquisition complexity. How can we reduce this complexity such that the
duration of the acquisition becomes more practical. The first question is answered
in section 7.3. In section 7.5 an acquisition acceleration method is introduced. In
section 7.2 the implications on our theoretical framework of using 4D incident illumi-
nation is investigated.

7.2 Relighting with 4D Incident Light Fields

In this section, we first study how relighting with 4D incident light fields can be ex-
pressed in terms of the framework developed in chapter 3. Next, the angular and
spatial components of 4D incident light fields is introduced. Finally, an informal fre-
quency analysis of the effects on the reflectance field of boththe angular and spatial
component of 4D incident illumination is made.

Framework. The framework presented in chapter 3 is flexible enough to support
relighting with 4D incident light fields. The light transport is still a linear operation,
even with 4D incident illumination. As a result the basis relighting equation (3.1) is
still applicable:

C = TL+S,

however,L now is a serialized version of the 4D incident illumination. This implies
that a different serialization operatorSL has to be defined. As in the 2D case, a straight-
forward serialization of an(x,y,z,w) coordinate in a 4D space, discretized at a resolu-
tion of n×m× l×k, can be serialized ask(l(mx+y)+z)+w.

As before, each reflectance function,T i is a 4D function serialized identically as
the incident illumination. Each elementt i, j in this reflectance function is the response
of the i-th pixel under incident illuminationL( j) = [δk, j ]k. In other words, by setting
one of the elements of the incident illumination to one, the corresponding response of
the reflectance functions can be observed.

Angular and spatial component. To gain further insight in the nature of 4D
reflectance fields, consider the illustration of 4D incident illumination in figure 7.3.
Intuitively, 4D incident light fields consist of two components: anangular compo-
nent, and aspatial component. Note that the two proposed 2D approximations in
section 2.2, omit one of these components. Furthermore, note that an environment
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Figure 7.3: An illustration of the angular and spatial component of 4D incident light fields.

map is equivalent to the angular component for a specific spatial coordinate.

The Light Stage samples a 4D reflectance field (i.e, a collection of 2D reflectance
functions), by emitting illumination from a point on a bounding sphere. This corre-
sponds to sampling over the spatial component, and emittingillumination over the
full angular range at each point. A CRT monitor, used in chapter 6, samples a 4D re-
flectance field densely in a similar manner. Moving from one pixel to another implies
a change in spatial coordinate. Each pixel emits light diffusely, and thus over the full
angular range.

Frequency analysis. To design an efficient acquisition apparatus for 4D reflec-
tance fields, an intuitive frequency analysis of these 4D reflectance functions is pre-
sented.

The frequency response of spatially sampled 4D reflectance functions, is similar
to the frequency response of 2D reflectance functions. As discussed in chapter 4,
these are not band-limited. Furthermore, this component isvery closely related to the
BRDFs of the underlying materials.

To better understand the frequency response of angularly sampled 4D reflectance
functions, consider the situation in figure 7.4. In this figure, an object is shown, illu-
minated angularly from a point on the bounding volume. From this illustration, it is
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Figure 7.4: An illustration of the effect of angularly emitted incidentillumination. Each angu-
larly emitted ray (from a single point on the bounding volume) hits a different surface point on
the object.
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clear that the different angularly emitted rays hit the object at different surface points.
Ignoring subsurface scattering and indirect illumination, this implies that each surface
point is at most influenced from a single direction. And thus,the reflectance function
is very high frequent. Subsurface scattering will in most cases yield a local response,
and thus still result in a fairly high frequency response. Indirect illumination, is the
only source of low frequency components.

7.3 Acquisition

As noted in the previous section (7.2), the frequency response of the reflectance func-
tions under the spatial component of 4D incident illumination will be very similar to
the frequency response of 2D reflectance function captured by a Light Stage. In this
section, a novel acquisition device is presented that extends a “normal” Light Stage in
order to acquire 6D reflectance fields.

Extending a Light Stage to capture 4D reflectance functions, requires to add the
ability to emit illumination angularly at each Light Stage light source position. One
could envision a similar sampling strategy (as with the spacial component) to achieve
this goal, for example by aiming a light source at different directions. However, pre-
viously we noted that the corresponding responses of angularly emitted light have a
high frequency behavior. Undersampling this component will yield visually disturb-
ing relit images. In chapter 4 a number of strategies to combat these aliasing effects
are discussed. The solutions included:higher sampling rates, pre-filtering of the sig-
nal, and additionally for image-based relighting applications: pre-filtering the incident
illumination.

Setup description. Although preferred, using a higher sampling rate is not al-
ways possible due to mechanical limitations. Obviously, pre-filtering the signal is not
possible. That leaves pre-filtering the incident illumination as only alternative. By
replacing the light sources by an LCD or DLP projector, this can be easily achieved.
A projector allows to emit angularly structured patterns. Aphotograph of a prototype
setup can be seen in figure 7.5. This is a similar Light Stage configuration as the de-
vice presented in section 2.3, except that a single light source is moved by a gantry,
instead of switching on and off different light sources. Emitting pre-filtered angular
incident illumination is straightforward. A large selection of filters are available to
pre-filter the incident illumination. In our implementation we use a box filter with a
width equal to the sampling frequency. In other words, the projection plane is subdi-
vided in n× n squares, and each square corresponds to a box-filtered sample. Each
square is lit sequentially, and an HDR photograph is recorded. Other, more complex
filters can also be used (e.g., Gaussian filters). We refer theinterested reader to [56],
chapter 6 for an in depth study of different filters to capture4D reflectance functions.
Note that only angular filtering is possible using this setup.

Such an HDR photograph corresponds to a 2D slice of the 6D reflectance field,
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Camera

Turntable

Projector

Figure 7.5: A photograph of a prototype acquisition device to capture 4D reflectance functions
of an object. The object (marked in red) is mounted on a turntable. A camera (marked in blue) is
also located on this turntable. A projector (marked in green) mounted on an arm can be moved
along the latitudinal direction. Rotating the turntable realizes a (relative) longitudinal rotation
of the projector with respect to the scene (and camera).

... ...

Object

Changing projector positions.

Fixed projector position, angular sampling.

Figure 7.6: An illustration of the data acquisition process. For each projector position (blue),
the angular component is sampled using the projector (green).
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and thus a columnT·,i of the transport matrixT. By illuminating each square for each
projector position, and recording an HDR photograph for each illumination condition,
the matrixT can be completely constructed. The acquisition process is iconically
illustrated in figure 7.6.

Practical considerations. Before capturing reflectance fields using this setup, a
few calibrations are required:

• White balancing. White balancing is performed by relating the white emitted
from the projector to the observed white by the camera. Sinceit is not possi-
ble to directly observe the emitted white from the projector, a GretagMcBeth
ColorChecker DC is used. The central patch in this color checker (in figure 3.2
such a color checker chart is shown) is diffuse white, and should, in theory, not
alter the color of the reflected light. By aiming the projector, while emitting a
solid white pattern, on this white patch, an indirect observation of the projector
white is made.

• Radiometric calibration of the projector. In case complex, non-binary, fil-
ters are used to pre-filter the incident illumination, a radiometric calibration of
the projector is required. This is similar to compensating for a CRT monitor’s
gamma curve (section 6.3), except that, as with white balancing, an indirect
observation is made of the emitted illumination.

• Projector black-level. A typical LCD projector has a 1 : 300 contrast ratio, and
a DLP projector a 1 : 2000 contrast ratio. This contrast ratiois the ratio between
the darkest and brightest intensity. This also implies thatthe darkest intensity
(i.e., emitting a completely black pattern) still results in an observed intensity.
This has to be corrected in the recorded images. Therefore, for every projec-
tor position, an additional photograph is recorded while emitting a completely
black pattern. This image is subtracted from each recorded photograph during
acquisition.

7.4 Results and Discussion

To illustrate the effect of relighting with 4D incident light fields, a scene contain-
ing two toy monkeys is used (figure 7.7). This scene is captured from 224 projector
positions, 32× 7 regularly spaced locations on a hemisphere surrounding the scene.
For each projector position, a 16×16 angular sampling is used. This yields a total
of 57344 HDR photographs that need to be recorded. In figure 7.7, three different
situations are simulated with respect to two light sources:the monkeys are centered
between both lights, the monkeys are located before the lights, and, the monkeys are
moved closer to the left light source. As can be seen, the effect on the relit scene is
significant.

To further illustrate the effect of 4D incident illumination, comparisons with 2D
incident illumination (i.e., environment maps) are made infigures 7.8 and 7.9. Again,
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Figure 7.7: An illustration of 4D illumination effects on a scene containing two toy monkeys.
Top: the monkeys are placed centrally between two light sources. Middle: the monkeys are
moved forward with respect to the light sources. Bottom: themonkeys are shifted towards the
left light source.

Figure 7.8: A comparison between relighting with 2D environment maps and 4D incident light
fields. The toy monkey scene is illuminated by three colored beams of light aimed at the center
of the scene. Left: relit result using 2D environment maps. Right: relit result using 4D incident
light fields.
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the scene containing two toy monkeys is used. In figure 7.8, three colored beams of
light are aimed at the center of the scene from different locations. The width of these
beams is smaller than the size of the scene. An environment map is constructed at the
center of the scene. The left relit image in figure 7.8 is computed using this 2D inci-
dent illumination. The right relit image is computed using 4D incident illumination.

Unger et al. [104] presented two devices to capture 4D incident light fields. In
figure 7.9 such an acquired 4D incident light field (courtesy of Unger et al. [104])
is used to relight the toy monkey scene. For comparison, a relit image of the same
scene is computed under 2D incident illumination. This 2D incident illumination is
a selected environment map from the 4D data set. The results in figure 7.9 illustrate
that the acquired reflectance fields are usable when using real-world 4D incident light
fields.

In figure 7.10 another scene is relit using 4D incident light fields. This scene
contains an arrangement of different chess pieces, and is captured using 56 projector
locations spread over a quarter of the hemisphere (8×7 subdivision). For each projec-
tor location, a 32×32 angular sampling is made. The total number of recorded HDR
photographs for this scene equals 57344.

Using pre-filtered incident illumination during acquisition eliminates aliasing ef-
fects in the angularly sampled component of 4D incident illumination. However, since
this response is high frequent, the used filter will be visible in the relit results, as can
be seen in figure 7.11. In this figure, two details of selected areas are shown. The
box filter used during acquisition is particularly visible.Using smoother filters will
yield less visible discontinuities. Another, preferred solution is to sample this angu-
lar component at a higher resolution. However, this also increases duration of the
acquisition.

7.5 Acquisition Speed-up

Capturing the 6D reflectance field of a scene or object is an enormous task. A large
amount of HDR photographs have to be recorded. If we assume (optimistically) that a
single HDR photograph takes 1 second, then for the scenes in the previous section, 16
hours of uninterrupted recording is required. Increasing angular incident resolution,
worsens this situation even more. In this section, we propose a practical method to
reduce the number of required HDR photographs. For simplicity, we assume that each
dimension is discretized inn sample locations. The acquisition method described in
section 7.3 has an acquisition complexity ofO (n4). The presented method is able to
reduce this to an acquisition complexity ofO (n3) without significant loss of accuracy.

Recall the observation that sampling the angular componentof incident illumi-
nation, yields reflectance functions dominated by high frequency components. Fur-
thermore, the footprint of this response is compact (i.e., alocalized influence). This
potentially allows to emit more than one stimulus simultaneously. The response of
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Figure 7.9: A comparison of relighting with 2D environment maps and 4D incident light fields.
In this case, real-world acquired illumination is used. The4D incident light field is captured and
provided by Unger et al. [104]. Left: result of relighting with a 2D environment map. Right:
result of relighting with a 4D incident light field. The corresponding incident illumination is
shown below each relit result.

Figure 7.10: Various results of relighting a scene with 4D incident illumination containing an
arrangement of chess pieces.
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Figure 7.11: Illustrating the effect of using a low angular incident illumination discretization.

each individual stimulus can be reconstructed afterwards.

For this purpose, we create a horizontal set of patternsH as shown on the left of
figure 7.12. EachH is constructed in such a way that each individual filtered stimulus
does not influence another filtered stimulus in the same horizontal patternH, once
projected. A similar set, the vertical set of patternsV is created as well, as depicted
on the right of figure 7.12. The response of the original (single) filtered stimulusL(x,y)

occurs twice: once in a horizontal setH(x,ox) and once in a vertical setV(y,oy). Each
patternH(x,ox) can be written as the sum of individual stimuliL(i, j):
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...

...

Figure 7.12: On the left, the set of horizontal patterns is shown, on the right, the set of vertical
patterns. Each set of patterns is split up into 3 sets, in sucha way that the patterns are spaced
out evenly (horizontally and vertically respectively).

H(x,ox) = ∑
i

L(x,i×d+ox),

whered is called theinfluenceparameter and determines what the distance between
individual stimuli in the pattern is, andox < d. A similar definition exists forV(y,oy).
By construction we know that:

min
(

H(x,ox) , V(y,oy)
)

= L(x,y).

The question arises under what conditions/assumptions canwe extend this rule to
the observed responses of each of the patterns:

min
(

TH(x,ox) , TV(y,oy)
)
≈ TL(x,y). (7.1)

If the following conditions hold, then equation (7.1) is exact:

min
(

TL(x,i) , TL( j ,y)
)

= TL(x,y) i f (i = y)and( j = x),

= 0 otherwise, (7.2)

where:

i ∈ {0×d+ox,1×d+ox,2×d+ox, ...} ,
j ∈ {0×d+oy,1×d+oy,2×d+oy, ...} .
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m
in

Figure 7.13: An illustration of extracting a single stimulus from the response of a horizontal
and vertical pattern. By taking a pixel-wise minimum of the responses of the horizontal pattern
and the vertical pattern, a good approximation of a single stimulus is obtained.

Informally: the responses of the other stimuli in each horizontal and vertical pattern
do not influence each other, except for the target stimulus.

Thus, the image of projecting an individual squareL(x,y) can be reconstructed
by taking for each pixel the minimum of the corresponding pixel values in the im-
ages resulting from projectingH(x,ox) andV(y,oy), whereox = (y modd) andoy = (x
modd). This reconstructed image is an approximation of the photograph resulting
from emittingL(x,y). In figure 7.13, an illustration of this is given.

If the conditions (7.2) are not met, this acceleration technique will fail. For ex-
ample, if the scene contains a diffuse concave bowl pointed towards the camera, there
will be a lot of inter-reflections in the bowl. Using the minimum on pixel values will
in this case not result in a correct approximation of a singlestimulus due to this indi-
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rect light. In such a case, the acquisition can only be done byprojecting each stimulus
L(x,y) independently. By fine-tuning the influence parameterd, the amount of allowed
inter-reflection can be selected. This acceleration methodwas also used to capture the
reflectance fields of the results shown in the previous section. The patterns for each
row or column were split into 3 separate sets (i.e.,d = 3). This reduced the number
of required photographs from 16×16 to(2×3)×16 for the toy monkey example and
from 32×32 to (2×3)×32 for the chess pieces. The efficiency of the acceleration
method improves with increasing resolution. In general we can reduce the complexity
of our data acquisition fromO (n4) to O (n3), with n the discretization in each dimen-
sion.

7.6 Conclusion

In this chapter an apparatus for the acquisition of 6D reflectance fields of real objects,
i.e., from a fixed vantage point has been presented. Moreover, an acceleration method
has been presented to reduce the acquisition complexity from O (n4) to O (n3) without
significant loss of accuracy.
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Conclusion

In this final chapter, a summary of this dissertation, and theoriginal contributions of
this work are given. Finally, some directions for future research are detailed.

8.1 Summary

This dissertation contributes to the sub-domain ofimage-based relightingin com-
puter graphics. The general goal of image-based relightingis to visualize a scene
or an object under novel illumination. The complexity of theillumination can range
from a single light source to the observed illumination at a real-world location. More
specifically, emphasis is placed on the sampling (acquisition) of reflectance fields, and
reflectance functions of objects.

In the first part of this thesis, we explored the principles and constraints of image-
based relighting in order to derive a solid mathematical formulation. The driving
principles and constraints are: linearity of light transport, restriction to an idealized
RGB color space, time invariance of the scene/object, and, restriction to a single van-
tage point. It turns out that, given these constraints, image-based relighting can be
formulated as a linear system of equations, where each pixelis determined by the dot
product of its reflectance function and the illumination.

Probably the best known method for acquiring reflectance functions is by using
a Light Stage. A Light Stage enables fast and easy acquisition by sampling the re-
flectance functions from a large set of directions, omittingpositional dependence. In
order to use the sampled reflectance functions, a reconstruction must be performed.
In this work several reconstruction methods are discussed and compared. Due to the
properties of the linear system, we show that an appropriatedownsampling of the in-
cident illumination has a similar effect as reconstructing(or upsampling) the sampled
reflectance functions.

Since image-based relighting is a linear system, any linearoperation preserves
the integrity of this system. A particularly interesting linear operation is changing
the (mathematical) bases, i.e., expressing the incident illumination and the reflectance
functions in a different domain (e.g., the frequency domainor the wavelet domain).
A change of basis allows to express the reflectance functionsin a different domain
that has some desired property. In this work we consider the wavelet and frequency
domain in order to compactly store the reflectance functionsand speed-up the compu-
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tations of a relit image using linear and non-linear approximations.

A special extension to non-linear wavelet approximations are tree approximations.
In this work, we presented a progressive extension to tree approximations that allowed
us to develop two new acquisition methods which use a CRT monitor as acquisition de-
vice instead of a Light Stage. The advantage of these new acquisition methods is that
they are able to sample reflectance fields directly in a different basis. The first method,
samples the wavelet represented reflectance field explicitly and selectively during ac-
quisition. The approximation of the reflectance field is refined during acquisition, by
selectively sampling parts of the wavelet domain that are considered important for the
reconstruction of the reflectance field. The second approachfurther improves on this
idea, by implicitly sampling the wavelet domain during acquisition. Acquisition con-
sists of taking a fixed number of random slices through the wavelet domain. Such a
random slice is called wavelet noise. Afterwards, during post-processing, a similar
progressive sampling is done to reconstruct a reflectance function per pixel. The dif-
ference is that the response of a single wavelet sample is reconstructed from the data
obtained from the acquired responses under wavelet noise.

All the methods discussed above are limited to capturing a 4D approximation of
the reflectance field. In the final chapter of this work, an apparatus, based on the Light
Stage, is presented for the acquisition of 6D reflectance fields. A brute force acquisi-
tion of such a 6D reflectance field, however, is cumbersome due to the huge amount
of data which needs to be gathered. Therefore, an additionalacquisition speed-up
technique is presented.

8.2 Original Contributions

In this section we review the original contributions of thiswork organized per chapter.

Chapter 3. In this chapter, a concise notation based on matrices and linear systems
is introduced. Serialization and resampling operators help in hiding the dimensionality
of the problem and enable a unified theory for relighting with2D and 4D incident
illumination.

Chapter 4. This chapter explored signal processing techniques to improve the ac-
curacy of the relighting computations.

• Different reconstruction techniques are investigated. All techniques were qual-
itatively and quantitatively compared. Linear interpolation and multi-level B-
Splines interpolation performed best in terms of relative error. The latter recon-
struction technique yielded a perceptually slightly better result in the case of
animated incident illumination. This work has been done in collaboration with
Vincent Masselus.
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• We show that for a large class of reconstruction methods (i.e., upsampling meth-
ods), an equivalent downsampling method on the incident illumination can be
defined resulting in identical relit results. Downsampling(the incident illumi-
nation) has the advantage over upsampling (the reflectance functions) that this
operation has to be performed only once, and that individualrelit pixel compu-
tations require less processing time.

Chapter 5. In this chapter a special case of lossy compression methods are inves-
tigated. These lossy compression techniques are based on basis projections, a linear
operation. Non-linear wavelet approximation proved to be very effective in reducing
the storage requirements and relighting computations.

Chapter 6. The previous chapter showed that representing reflectance functions in
the wavelet domain yields a sparse representation. This sparseness was subsequently
exploited to achieve compression. In this chapter we further exploit this property to
develop faster, sub-linear, acquisition methods.

• Two progressive variants of tree approximation with wavelets are developed.
Both methods, greedy progressive tree approximation, and,optimal progres-
sive tree approximation, can yield a very compact representation of a function,
without knowing the complete shape beforehand.

• An explicit sampling technique is developed that samples the reflectance field
selectively and directly in the wavelet domain. This methodis based on greedy
progressive tree approximation. A feedback loop is used to decide what part
of the wavelet domain is important to sample next in order to have an accurate
approximation of the whole reflectance field.

• An implicit sampling technique is introduced that uses a fixed number of wavelet
noise illumination patterns. During post-processing, an approximation of the re-
flectance function for each pixel is computed separately. This algorithm is based
on optimal progressive tree approximation and is able to achieve high quality
approximations using only a moderate number of illumination conditions.

Chapter 7. In this final chapter, a novel acquisition device, based on the Light
Stage, is developed to capture and relight real-world objects with 4D incident illumi-
nation fields. Additionally, an acquisition speed-up technique is discussed that signif-
icantly reduces the acquisition complexity. This work has been done in collaboration
with Vincent Masselus.

8.3 Directions for Future Research

Anyone who is looking for new directions for future researchin image-based relight-
ing should not despair after reading this dissertation. Letme assure you, there are
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still a lot of challenges ahead, albeit a bit less than a few years ago (see also chap-
ters 2 to 7). The grand goal, the complete digitalization of real-world objects, is still
far away. It is unlikely that this ultimate goal will be reached in the near future. A
number of intermediate challenges still lie ahead:

4D incident illumination. In chapter 7 a method for relighting with 4D incident
light fields is presented. This technique suffers from a number of problems. First of
all, since it is based on the Light Stage, it also inherits itsproblems: limited sampling
resolution, point samples, ... Second, because the apparatus uses a projector, a bulky
construction is required, greatly taxing the design of a fully automated construction.
Third. the resolution of the projected patterns is very limited, resulting in obvious
aliasing artefacts.

A promising avenue for future research would be to improve upon the acquisition
device presented in this dissertation, or even design a completely new one. The focus
of this design can include the capture of performances, higher acquisition resolutions,
and, lowering the number of required photographs (i.e., acquisition speed-up).

4D exitant illumination. In this work a scene is captured from only a single van-
tage point (subsection 3.2.4). The main motivation behind this restriction is that the
dimensionality of the problem is reduced by two (i.e., an 8D reflectance field is re-
duced to a 6D field). This facilitates acquisition and data processing.

A few researchers have investigated image-based relighting with variable view-
points [45, 62, 63], or with a restricted degree of freedom incamera movement [36].
None of these methods, however, are able to relight with 4D incident light fields. Fur-
thermore, all of these methods use a brute force approach to capture the reflectance
field and rely heavily on some form of geometrical proxy.

A true image-based approach, for shape as well as appearance, has yet to be pre-
sented. The advantages of image-based methods, outweigh the disadvantages with
respect to geometry-based methods. Probably the most limited disadvantage is the
enormous amount of data required to accurately represent these reflectance fields.

Dynamic scenes. Recently some research has focused on the acquisition of dy-
namic scenes [36, 66, 109]. Jones et al. [40] have experimented to extend the system
of Wenger et al. [109] to relight performances with 4D incident illumination. Of all
these methods, the system of Wenger et al. is probably the most successful, but it re-
quires an expensive high-speed camera.

Future work in this direction would include the acquisitionand synthesis of several
atomic performances, resulting in avirtual actor. It is not clear howatomicperfor-
mances can be combined to achieve complex performances, andstill maintain a cor-
rect appearance under varying illumination. Another avenue for research in this area
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would be to find a sub-linear acquisition method capable of capturing and relighting a
dynamic scene, and this without the use of specialized hardware.

Editing reflectance fields. Probably one of the major disadvantages of image-
based techniques, that has received little attention untilnow, is the editing of acquired
models. An image-based model is an exact (or at least a good approximation) model
of a real-world object or scene. It is not clear how to “improve” such a model by, for
example, changing the reflection properties of a specific part of the model.

In image-based rendering Wood et al. [115] deformed exitantlight fields. Lawrence
et al. [47] have made some initial steps in this direction, and presented a system for
acquiring and editing non-parametric material representations for spatially varying
BRDFs. In image-based relighting Wenger et al. [109] changed the reflectance prop-
erties of captured human faces. With the exception of Lawrence et al., none of these
papers are specifically geared towards providing a completesystem for editing.

Digitalization... The complete digitalization of real-world objects is the grand goal
and I long for the day that a “digitalization” device is as commonly present in every
household as a printer or a scanner is today. I hope that this research brings this dream
a bit closer to reality.
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Wavelets

In this appendix a concise overview of wavelets, and relevant mathematics is pre-
sented. It is not the intention to give a “practical guide” into wavelets, nor is it the
intention to give an in depth “formal mathematical” overview. This appendix aims
at a level of practicality and mathematical detail, such that it supports this disserta-
tion. For a thorough and formal mathematical survey on wavelets, see the excellent
book by Mallat [53], and Daubechies’ ten lectures on wavelets [18]. A more practical,
computer graphics oriented, introduction into wavelets can be found in the book by
Stollnitz et al. [98], and in the original SIGGRAPH ’96 course on which this book is
based [90].

First, some important concepts and definitions from linear algebra, such as inner-
products, linear bases, and dual bases, are reviewed (section A.1). Next, wavelets
are intuitively introduced through theHaar wavelet (section A.2). In section A.3,
a fast algorithm is discussed to perform a wavelet transform. This is subsequently
generalized for arbitrary wavelets in section A.4. Next, wediscuss how to generate
and use two-dimensional wavelets (section A.5). Finally, some practical issues are
detailed in section A.6.

A.1 Concepts and Definitions

An important concept in this dissertation is the notion of adot-product, or inner-
product. Given two vectorsV andW of equal sizel , the dot-product is defined by:

V ·W =
l

∑
i=1

viwi .

This can also be denoted by〈V |W 〉 or by VTW. There are many interpretations
possible of such an inner-product. In case both vectors are normalized1, the dot-
product equals the cosine of the angle between both vectors.Another view on inner-
products is that theyproject a vector orthogonally onto another vector. Two vectors
are considered to be linearly independent, or orthogonal toeach other, if:

V ·W = 0.
1A vector is normalized if it has a unity length. Any vectorV can be normalized by dividing it by its

length: V
||V||2 .
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If each vector has sizel , then at mostl normalized vectorsB·,i can be defined
that are linearly independent with respect to each other. Bystacking these vectors in
a matrixB = [B·,1 | ... |B·,l ], this orthonormality constraint can be denoted compactly
as:

BBT = I . (A.1)

Such a set of vectors is called anorthonormal basis of the l -dimensional vector
space, and completely defines thisl -dimensional space. In other words, any vectorV
can be completely expressed in this basisB, by projecting this vector onto each basis
vectorB·,i :

VB
T = VTB, (A.2)

or each element ofVB is determined by(vB)i = V · B·,i . This is also called thede-
compositionof a vectorV into a basisB. Furthermore, the basis vectorsB·,i are also
called basis functions. Given the decomposed vectorVB, the original vectorV can be
composed again by using equation (A.1):

VT = VT (BBT)

=
(
VTB

)
BT

= VB
TBT .

In other words, by doing an inverse transformation (note:B−1 = BT ), the original
vector is reconstructed. The orthonormality condition of equation (A.1) is a very
restrictive condition. Anl × l matrix B defines a general (non-orthonormal) basis of
an l -dimensional vector space, if and only if there exists anl × l matrix B, for which
the following condition holds:

BB
T

= BBT = I .

In such a case,B is called theprimal basis, andB thedual basis. Again, a vectorV
can be decomposed in the primal basis:VB

T = VTB. Following a similar reasoning as
before, the composition is defined by:

VT = VB
TB

T
.

Similarly, a vectorV can also be decomposed in the dual basis:VB. The composi-
tion can be done by:VT = VB

TBT .

Finally, anorthogonal basis is a basis for which:
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B·,i · B·, j = ||B·,i ||22 i f (i = j)

= 0, otherwise,

for eachi, j ∈ {1, ..., l}, and,||B·,i ||2 6= 0. In other words, the basis vectorsB·,i are not
normalized. The dual basis is defined by:

B·,i =
B·,i
||B·,i ||22

. (A.3)

A.2 Haar Wavelet

In this section, we will first intuitively introduce the Haarwavelet. The Haar wavelet is
the simplest of all wavelets, and particularly suited for this purpose. Next, the concepts
introduced in the previous section, are used to present a more formal framework for
wavelets.

Illustrative example. Consider the vector:

V = [8; 2; 1 ; 5].

We will use this vector to illustrate the basis principles ofthe Haar wavelet. Now,
compute the averages of each couple of coefficients (i.e., the first and the second, and,
the third and the forth):

Vavg= [5; 3],

or

(vavg)i =
v2i +v2i+1

2
.

By averaging, some detail of the original vectorV has been lost. When recon-
structing the original vectorV, this detail needs to be reintroduced. For example, for
the first two coefficients (8 and 2) a detail coefficient of 3 is required in order to restore
the original values from the average 5, since 5+3 = 8, and 5−3 = 2. The complete
detail vector is:

Vdetail = [3;−2],

or
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(vdetail)i = v2i− (vavg)i .

We can repeat this procedure on the obtained averagesVavg, yielding a new average
Vavg′ and detailVdetail′ :

Vavg′ = [4],

Vdetail′ = [1].

Define the vectorVψ by stackingVavg′ , Vdetail′ , and,Vdetail in a single vector:

Vψ = [4; 1; 3 ;−2].

Note, that this can be done, for any vector that has a lengthl that is a power of 2. The
number of times the average and detail are computed (number of recursion levels),
equals the logarithm (with base 2) of the vector length: log2 l .

Haar wavelet basis transformation. The original vectorV can be reconstructed
from Vψ, by recursively reconstructing the averages. This raises the question, if non-
recursive transformationsψ, and,ψ can be found such that:

Vψ
T = VTψ,

VT = Vψ
TψT .

Indeed, such a basis transformationψ (in this case a 4×4 matrix) exists:

ψ =




+ 1
4 + 1

4 + 1
2 0

+ 1
4 + 1

4 − 1
2 0

+ 1
4 − 1

4 0 + 1
2

+ 1
4 − 1

4 0 − 1
2


 .

This is an orthogonal matrix, and thus the dual transformation can be easily formed
using equation (A.3). For the Haar wavelet this transformation can be easily gener-
alized for arbitrary sized (square) transformations by introducingscaleandwavelet
functions,ϕ(v,o) andψ(v,o) respectively:

(ϕ(v,o))i = c(v)ϕ(Shi f t(v,o, i)),

(ψ(v,o))i = c(v)ψ(Shi f t(v,o, i)), (A.4)
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whereShi f t(v,o, i) = (2v i−1
l − o) ensures that the correct values are used given a

wavelet levelv, and offset2 o from the continuous mother scale and mother wavelet
functions,ϕ(x) andψ(x):

ϕ(x) = +1 f or 0≤ x < 1,

= 0 otherwise,

and,

ψ(x) = +1 f or 0≤ x <
1
2
,

= −1 f or
1
2
≤ x < 1,

= 0 otherwise,

and wherec(v) is a weighting function, which in this case is:c(v) = 2v

l . Finally, the
offseto must be in the interval[0,2v−1]. The 4×4 matrixψ is now defined by:

ψ =
[

ϕ(0,0) |ψ(0,0) |ψ(1,0) |ψ(1,1)
]
.

To obtain an orthonormal Haar wavelet basis, the weighting functionc(v) is set to
√

2v

l .

Also note that[Vavg|Vdetail] = V
[

ϕ(1,0) |ϕ(1,1) |ψ(1,0) |ψ(1,1)
]
.

A.3 Fast Wavelet Transform

Computing a wavelet transform by blindly applying equation(A.2) requires, in case
of a vector of lengthl , l inner-product computations. Each inner-product requiresan
operational count ofO (l). Thus, the total time complexity of a basis transformation
is O (l2). For a number of basis functions the complete transformation can be done in
less time. For example, the fast Fourier transform can transform a vector with a length
a power of 2, inO (l log2(l)) operations.

Cascading filter banks. In this section, we will show that there exists a fast
wavelet transform algorithm, that works with any wavelet, and has a time complex-
ity of O (l). Consider again the illustrative example of section A.2. The Haar wavelet
transform was first computed by using a recursive algorithm,that computes in each re-
cursion step the average per coefficient couple of the previous averages, and the detail

2Note that this formula is different than the ones found in existing literature. However, this formula is in
essence identical, with the difference that we defined the wavelets not on the unit interval[0,1], but directly
on a vector of lengthl .
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G 2 ↓

2 ↓H

G 2 ↓

2 ↓H

G 2 ↓

2 ↓H

V

...

Figure A.1: A cascading filter bank. A signal is filtered by a low-pass filter H, and a high-pass
filter G. For both filtered signals, half of the coefficients are thrown out. The filtering is repeated
on the low-pass filtered result.

coefficients. At each step in this recursive algorithm, the averages and the correspond-
ing details of half the coefficients are computed. This is repeated log2(l) times. Thus
the total complexity is:

complexity =
log2(l)−1

∑
i=0

l
2i ,

=
log2(l)−1

∑
i=0

2(log2(l)−1−i)l

2(log2(l)−1)
,

=
log2(l)−1

∑
i=0

2i,

= 2l −1,

or in other words:O (l).

This recursive algorithm is also called thebutterflyalgorithm, and can be generally
described by a set of cascading filter banks. For this purpose, we define a high-pass
filter G, and a low-pass filterH. For the Haar wavelet, these are:

h0:1 = cH

[
+

1√
2

; +
1√
2

]
,

g0:1 = cG

[
+

1√
2

;− 1√
2

]
.

The normalization constantscH , andcG have a similar role as the weighting function
c(v) in the previous section.

The working of the cascading filter bank is illustrated in figure A.1. At each cas-
cade, the signal is filter by the low-pass, and high-pass filters. For both filtered signals,
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G 2 ↓

2 ↓H

V

2 ↑

2 ↑ G′

H ′

V

Analysis / Decomposition Synthesis / Composition

Figure A.2: The analysis filter bank, versus the synthesis filter bank. The analysis filter bank
first filters the signal with a high-pass filterG and low-pass filterH, and then drops half of the
signal. A synthesis filter bank, first inserts zero coefficients to double the size of the signal, and
then performs a low-pass filteringH ′ and a high-pass filteringG′.

only half of the coefficients are kept. Next, the process is repeated on the low-pass
filtered signal. This cascade continues until the length of the to-be-filtered signal is
a single element. Such a cascading filter bank is also called an analysisfilter bank.
At the i-th cascading step, a vector analogous to the following transformation is com-
puted:

V
[
ϕ(log2(l)−i) | ... |ϕ(log2(l)−i,2i−1) |ψ(log2(l)−i,0) | ... |ψ(log2(l)−1, l

2−1
]
.

The inverse operation, thesynthesisfilter bank, is illustrated in figure A.2. A
synthesis filter bank, works in a similar manner as the analysis filter bank. First,
zero-coefficients are inserted in the signal. Next, the signal is interpolated by using
low-pass, and high-pass synthesis filtersH ′, andG′ respectively. The synthesis filters
for the Haar wavelet are defined as follows (note that the indices in these filters go
from−1 to 0):

h′−1:0 =
1

cH

[
+

1√
2

; +
1√
2

]
,

g′−1:0 =
1
cG

[
− 1√

2
; +

1√
2

]
.

Example: analysis. We illustrate this filtering on the example of the previous
section: a vectorV = [8; 2; 1 ; 5]. The normalization constants are set tocH = cG =

1√
2
, or H =

[
+ 1

2 ; + 1
2

]
, andG =

[
+ 1

2 ;− 1
2

]
. Then:

V ∗H =

[
5;

3
2

; 3 ;
13
2

]
,

V ∗G =

[
3;

1
2

;−2;
−3
2

]
.
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Note, that we assume that the signal repeats itself at the boundaries in order to compute
the last element. Dropping all odd elements yields:

(V ∗H) ↓ = [5; 3],

(V ∗G) ↓ = [3;−2].

Note that:

[(V ∗LP) ↓ ; (V ∗G) ↓] = V
[
ϕ(1,0) |ϕ(1,1) |ψ(1,0) |ψ(1,1)

]
.

Now, the filtering can be repeated on(V ∗H) ↓:

(V ∗H) ↓ ∗H = [4; 4] ,

(V ∗H) ↓ ∗G = [1;−1] .

Dropping the odd elements, yields the transformed vectorVψ.

Example: synthesis. The composition of the transformed signalVψ to the origi-
nal signalV, can be done is a similar manner by using the synthesis filters:

(vψ1:1 ↑)∗H ′ = [4; 4] ,

(vψ2:2 ↑)∗G′ = [1;−1] ,

summing yields:

Vsum = [5; 3] .

Note that this is equal to:Vsum= V[ϕ(1,0) |ϕ(1,1)]. Upsampling the subsequent level:

(Vsum↑)∗H ′ = [5; 5; 3 ; 3] ,

(vψ3:4 ↑)∗G′ = [3;−3;−2; 2] .

Adding results in the original vectorV = [8; 2; 1 ; 5].

A.4 General Wavelets

In this section, other wavelets than the Haar wavelet are introduced. In many cases, the
mother scaleϕ(x) and mother waveletψ(x) cannot be described by a simple analytical
formula as with the Haar wavelet. In the previous section, however, we demonstrated
that a wavelet transform is completely defined by its analysis, and synthesis filters.
Most wavelets are specified, and even designed, by their filter coefficients.



A.4. GENERAL WAVELETS 153

Definitions. Before introducing other wavelets, a few characteristics of wavelets
are defined.

• Low-pass DC gain: DCH = |∑i hi |,

• High-pass DC gain: DCG = |∑i gi |,

• Low-pass Nyquist gain: NQH =
∣∣∑i(−1)ihi

∣∣,

• High-pass Nyquist gain: NQG =
∣∣∑i(−1)igi

∣∣,

For any wavelet the high-pass DC gain,DCG, and the low-pass Nyquist gain,NQH ,
should be equal to zero.

A wavelet is characterized by the following properties:

• The support or footprint of a wavelet, is directly related to the filter lengths.
The Haar wavelet is the shortest wavelet possible. Note thatthe length of each
filter can be any number greater or equal to two. Furthermore,the low-pass
filter length, and the high-pass filter length do not need to beequal. Infinite
filter lengths are possible (although impractical). In general, a compact support
is preferred to maximize locality in the spatial domain.

• The number ofvanishing moments, also called the polynomial approximation
order, is the lowest order of polynomial that cannot be represented completely
by the scaling functions. All polynomials with an order lessthan the number
of vanishing moments can be completely represented. For example, the scale
function of the Haar wavelet can only completely represent piece-wise constant
functions. These have a polynomial order of 0, thus the number of vanishing
moments of the Haar wavelet equals 1.

• Thesmoothnessof a wavelet is important, because it ensures an as smooth as
possible approximation of the original signal.

• Symmetric wavelets are preferred above non-symmetric wavelets, because they
have more signal extension possibilities. In section A.6, different strategies are
discussed for signal extension at boundaries.

• Finally, orthogonality is a desired property.

Orthogonal Wavelets. Given a low-pass filterH of lengthn, a possible orthogo-
nal high-pass filter can be computed by:

gi = (−1)i hn−i.

The synthesis filtersH ′, andG′ can be computed from the analysis filter by:
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Figure A.3: Illustrations of two selected Daubechies orthogonal wavelets. The plotted wavelets
are theD4, andD8 wavelet.

h′ i = αh−i ,

g′ i = αg−i ,

where:

α =

√
2

||H||2
.

If the analysis filter is defined on the interval[0,n], then the synthesis filter is defined
on the interval[−n,0].

An orthogonal wavelet is orthonormal if and only ifDCH =
√

2, andNQG =
√

2.
Thus, by introducing normalization parameterscH andcG, any orthogonal wavelet can
be normalized.

A well-known example of a family of orthonormal wavelets is by Daubechies [17]
(also in [18]). All filters have an even length, and are designed to have a max-
imum number of vanishing moments given their length (length= 2 × #vanishing
moments). Furthermore, these wavelets are in generalnot smooth, nor symmetrical.
These wavelets are denoted by their length: e.g., Daubechies 4 tap wavelet, orD4,
has a wavelet filter size of 4 coefficients. The Haar wavelet isalso contained in this
family (i.e., D2). In figure A.3 two examples, Daubechies tap 4 and Daubechies tap
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8 wavelets, are shown. For each wavelet, the scale and wavelet functions are shown.
The low-pass synthesis filters (rounded to 5 significant digits) for these examples are:

HD4 = [0.48296; 0.83652; 0.22414;−0.12941],

HD8 = [0.23038; 0.71485; 0.63088;−0.02798;

−0.18703; 0.03084; 0.03288;−0.01060].

For a derivation we refer the reader to [18], chapter 6. Also,in that work, an extended
list of filter coefficients can be found in table 6.1, p 195.

Bi-orthogonal Wavelets. The orthonormal wavelets discussed above, have a num-
ber of excellent properties, such as a compact support versus the number of vanishing
moments, and orthogonality. However, these wavelets are not smooth, nor symmet-
ric. When designing a wavelet, additional properties can also be important for specific
goals. In order to have more flexibility, the orthogonality constraint is relaxed to a
bi-orthogonality constraint.

A wavelet is bi-orthogonal if the following conditions are met:

ϕ(v,i) · ϕ(v, j) = δi, j ,

ψ(v,i) · ψ(w, j) = δv,wδi, j ,

ψ(v,i) · ϕ(v, j) = 0,

ϕ(v,i) · ψ(v, j) = 0.

Or in terms of filter coefficients:H is orthogonal toG′, andH ′ is orthogonal toG.

In this thesis we consider only two bi-orthogonalwavelets:the 5/3 LeGall wavelet,
and the 9/7 Daubechies wavelet. Both are part of a larger family of bi-orthogonal
wavelets that adheres to the following rules:

• These wavelets are symmetrical.

• Unlike their orthogonal counterparts, the analysis filter coefficients start with a
negative index− n−1

2 , wheren is the length of the filter.

• Given the low-pass synthesis, and analysis filter, the high-pass filters are related
through the “aliasing cancellation” conditions:

gi = α(−1)ih′−i ,

g′ i = α(−1)ih−i,

whereα is a normalization constant given by:
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Figure A.4: A plot of the scale and wavelet functions for the 5/3 LeGall wavelet (synthesis
and analysis).
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α =
2

(∑i hi)(∑i(−1)ih′i)+ (∑i h′ i)(∑i(−1)ihi)
.

• Both (high-pass and low-pass) filters have either an even, oran odd length. In
case of the two discussed wavelets, these are odd in length. Furthermore, both
filters do not have an equal length.

In figure A.4, the 5/3 LeGall wavelet (also called Integer 5/3, or bi-orthogonal
5/3 Daubechies) is shown. This wavelet has two vanishing moments, and its (anal-
ysis) scaling function is a linear B-Spline. This wavelet isespecially designed for
compression purposes. To ensure a smooth decompressed signal, the analysis filters
are designed such that they are smooth, while maintaining anas small as possible
footprint. The synthesis filters, however, are not smooth. The filter coefficients are:

H53 =

[
−1

8
;

2
8

;
6
8

;
2
8

;−1
8

]
,

G53 =

[
−1

2
; 1;−1

2

]
.

In figure A.5, the 9/7 Daubechies wavelet is shown. This wavelet has four van-
ishing moments, and its (analysis) scaling function is a cubic B-Spline. Again, the
analysis filters are designed to be as smooth as possible given the number of vanishing
moments, and have a minimal support size. The filter coefficients are:

H97 = [0.02675;−0.01686;−0.07822; 0.26686; 0.60295;

0.26686;−0.07822;−0.01686; 0.02675],

G97 = [0.09127;−0.05754;−0.59127; 1.11509;

−0.59127;−0.05754; 0.09127].

For a detailed comparison regarding both these wavelets, werefer the reader
to [105]. For a more detailed mathematical background, see [18], chapter 8.

A.5 Two-dimensional Wavelets

Two-, and, multiple-dimensional wavelet basis functions are defined by combining
multiple 1D wavelet basis functions. In this section we specifically target 2D wavelet
basis functions, and discuss two construction methods.

Standard construction. The standard construction of 2D wavelet basis functions
consists of all possible tensor products of one-dimensional basis functions. This is
illustrated for the Haar wavelet in figure A.6. It is important to note that, a standard
construction of orthonormal wavelets, yields a 2D orthonormal wavelet basis.
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ϕ(0,0)ϕ(0,0) ψ(1,0)ϕ(0,0) ψ(1,1)ϕ(0,0)

ϕ(0,0)ψ(0,0) ψ(0,0)ψ(0,0) ψ(1,0)ψ(0,0) ψ(1,1)ψ(0,0)

ψ(1,0)ψ(1,0)ψ(0,0)ψ(1,0)

ψ(0,0)ψ(1,1) ψ(1,0)ψ(1,1) ψ(1,1)ψ(1,1)

ϕ(0,0)ψ(1,0) ψ(1,1)ψ(1,0)

ψ(0,0)ϕ(0,0)

ϕ(0,0)ψ(1,1)

Figure A.6: A standard construction of 2D Haar wavelet basis functions (4×4 resolution).

Non-standard construction. The non-standard construction is probably the most
commonly used 2D wavelet basis function construction method. This construction
method starts by defining two-dimensional wavelet and scalefunctions:

ϕϕ(x,y) = ϕ(x)ϕ(y),

ϕψ(x,y) = ϕ(x)ψ(y),

ψϕ(x,y) = ψ(x)ϕ(y),

ψψ(x,y) = ψ(x)ψ(y).

Equation (A.4), can now be naturally extended to 2D:

(ϕϕ(v,ox,oy)) j ,i = c(v)ϕϕ(Shi f t(v,ox, i),Shi f t(v,oy, j)),

(ϕψ(v,ox,oy)) j ,i = c(v)ϕψ(Shi f t(v,ox, i),Shi f t(v,oy, j)),

(ψϕ(v,ox,oy)) j ,i = c(v)ψϕ(Shi f t(v,ox, i),Shi f t(v,oy, j)),

(ψψ(v,ox,oy)) j ,i = c(v)ψψ(Shi f t(v,ox, i),Shi f t(v,oy, j)),



A.6. PRACTICAL ISSUES 159

ψϕ(1,0,0) ψϕ(1,1,0)

ϕψ(0,0,0) ψψ(0,0,0) ψϕ(1,0,1) ψϕ(1,1,1)

ψψ(1,0,0)ϕψ(1,1,0)

ϕψ(1,0,1) ϕψ(1,1,1) ψψ(1,0,1) ψψ(1,1,1)

ϕψ(1,0,0) ψψ(1,1,0)

ϕϕ(0,0,0) ψϕ(0,0,0)

Figure A.7: A non-standard construction of 2D Haar wavelet basis functions (4×4 resolution).

whereShi f t(·, ·, ·) is defined similarly as before. The non-standard construction is
illustrated in figure A.7 for the Haar wavelet. The non-standard construction can be
seen as a single wavelet that is scaled and shifted dependingon the level and inter-level
location. Additionally, for each wavelet different “orientations”, or “directions” exist
(i.e., 3 directions:ϕψ, ψϕ, and,ψψ). In this thesis, the non-standard construction is
used for 2D wavelet basis functions.

A.6 Practical Issues

In this final section, a number of important practical issuesare discussed. Until now,
we assumed a cyclic signal, but more advanced edge handling techniques exist. Fi-
nally, an alternative to the butterfly algorithm is briefly discussed.

Edge extension. Except for the Haar wavelet, all other wavelets have a support
size larger than two, and thus appropriate action has to be taken to handle filtering at
the edges of the signal. The general solution is torepeat the signal:

vi+1 = v(i mod l)+1.
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Repeating the signal can introduce high frequency discontinuities in an otherwise
smooth signal. For example, suppose the vectorV is defined by:V = [ i

10]i . At any
point the difference between subsequent elements is1

10. However, at the (repeating)
edge this will be l

10, and depending onl , this can be significant.

In case the low-pass, and high-pass filters aresymmetricalanother edge extension
method can be used:mirroring the signal. Depending on the filter length beingeven,
or odd, a different mirroring scheme is used.

If both filters are odd, then the signal is extended to a cyclicsignal of length 2l−2:

vi+1 = v(i mod (2l−2))+1 i f (i mod (2l −2))+1≤ l ,

= v(2l−(i mod (2l−2)))+1 otherwise,

or in other words, the edge elements are mirrored on themselves, and thus not repeated.
For example, a signal[1;2;3;4] is mirrored to[1;2;3;4;3;2], and then repeated.

If both filters are even, then the signal is extended to a cyclic signal of length 2l :

vi+1 = v(i mod 2l)+1 i f (i mod2l)+1≤ l ,

= v(2l−(i mod 2l)+1 otherwise,

or in other words, the whole signal is mirrored, and thus the edge elements are re-
peated. For instance, a signal[1;2;3;4] is mirrored to[1;2;3;4;4;3;2;1], and then
repeated.

Both these approaches will not introduce additional high-frequencydiscontinuities
at the mirrored, or repeated edges, and thus yield a sparser wavelet transformed signal.

Lifting. Lifting is an alternative algorithm to decompose and compose a signal into
a wavelet basis. The lifting scheme was introduced by Sweldens [102], and is a fairly
recent advancement in wavelets. In general, lifting is mucheasier to implement, and
works two times as fast as the butterfly algorithm. A disadvantage of lifting is that
a set oflifting coefficientsare needed. The derivation of the lifting coefficients from
filter coefficients is not trivial.

Figure A.8 illustrates the lifting scheme. The lifting scheme begins by splitting the
signal in odd, and even coefficients. The next step is called thepredict step, which tries
to predict the odd values using the even values. The even values are left unchanged,
while the odd elements are changed by the predicted values. Next, the odd elements
are used toupdatethe even elements. The even elements are the resulting low-pass
filtered, and downsampled signal, while the odd elements arethe high-pass filtered,
and downsampled signal.
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Figure A.8: The lifting scheme: forward wavelet transform.

The predict and update step are also described by one or more sets of coefficients.
For the Haar wavelet these are:

P = [1],

U = [
1
2
].

To illustrate the lifting scheme, we use the example used in this appendix: a vector
V = [8; 2; 1 ; 5]. First, the signal is split in odd and even coefficients:

Vodd = [8; 1],

Veven = [2; 5].

Next the odd elements are updated by the prediction coefficients:

V ′odd = Vodd−P∗Veven,

or in the case of the Haar wavelet:

V ′odd = Vodd−Veven.

Thus:

V ′odd = [6;−4].

The update step, updates the even elements:

V ′even = Veven+U ∗Vodd,
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or specifically for the Haar wavelet:

V ′even = Veven+
Vodd

2
.

This yields:

V ′even = [5; 3].

At this point, any normalization can be applied to the odd andeven signal. In our
case we use:ceven= 1, andcodd = 1

2:

V ′odd = [3;−2],

V ′even = [5; 3].

Next this process is repeated on the obtained low-pass filtersignal (i.e.,V ′even),
yielding:

V ′′odd = [1],

V ′′even= [4].

This results in the final transformed signal:Vψ = [3; 1;−2; 4]. Note, that this is in a
different order, which can be changed by a simple permutation to the same order as in
section A.2. Synthesis is achieved by running the procedureabove in a reverse order.

An interesting aspect of the lifting scheme is that everything can be done in place,
whereas with filtering the signal needs to be copied to ensurea correct filtering. The
reason why lifting can be done in place is because a new value only depends on sub-
sequent values that are not yet changed during the current iteration.

The lifting coefficients for the 5/3 LeGall wavelet are:

P =

[
1
2

;
1
2

]
,

U =

[
1
4

;
1
4

]
.

The lifting coefficients for the 9/7 Daubechies wavelet are:

P0 = [1.58613; 1.58613],

P1 = [−0.88291;−0.88291],

U0 = [−0.05298;−0.05298],

U1 = [0.44351; 0.44351].
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Note, that this wavelet has two sets of update and predict coefficients. A single lifting
step, first uses the prediction coefficientsP0, and update coefficientsU0. Next, the
same procedure is repeated on the obtainedoddandevensignals, but with the predic-
tion coefficientsP1, and update coefficientsU1. Then, any normalization can be done,
before going to the next lifting iteration step.
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[75] Pieter Peers and Philip Dutré. Inferring Reflectance Functions from Wavelet
Noise. InEGSR ’05: Proceedings of the 16th Eurographics workshop on Ren-
dering, pages 173–182, 2005.

[76] Pieter Peers, Vincent Masselus, and Philip Dutré. Free-form Acquisition of
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