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Bits and Bit Patterns 

• Bit: Binary Digit (0 or 1) 

• Bit Patterns are used to represent information. 

– Numbers 

– Text characters 

– Images 

– Sound 

– And others 
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Figure 1.1  The Boolean operations AND, 

OR, and XOR (exclusive or) 
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Boolean operations 
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Figure 1.7  The organization of a 

byte-size memory cell 
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Main Memory Addresses 

• Address: A“name”thatuniquelyidentifiesone

cellinthecomputer’smainmemory 

– The names are actually numbers. 

– These numbers are assigned consecutively 

starting at zero. 

– Numbering the cells in this manner associates 

an order with the memory cells. 
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Figure 1.8  Memory cells arranged by 

address 
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ASCII 
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Figure 1.13  Themessage“Hello.”in

ASCII 
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Representing Numeric Values 

• Binary notation: Uses bits to represent a 
number in base two 

• Limitations of computer representations of 
numeric values 

– Overflow – occurs when a value is too big to 
be represented 

– Truncation – occurs when a value cannot be 
represented accurately 

 

 

1-11 

Copyright © 2008 Pearson Education, Inc. Publishing as Pearson Addison-Wesley 1-11 

The Binary System 

 The traditional decimal system is based  

 on powers of ten. 

  

 The Binary system is based on powers  

 of two. 
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Figure 1.15  The base ten and binary 

systems 
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Figure 1.16  Decoding the binary 

representation 100101 
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Figure 1.17  An algorithm for finding the 

binary representation of a positive integer 
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Figure 1.18  Applying the algorithm in 

Figure 1.15 to obtain the binary 

representation of thirteen 
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Hexadecimal Notation 

• Hexadecimal notation: A shorthand 
notation for long bit patterns 

– Divides a pattern into groups of four bits each 

– Represents each group by a single symbol 

• Example: 10100011 becomes A3 
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Figure 1.6  The hexadecimal coding 

system 
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Converting Between Binary and Hex 

• To convert from binary to hex  
– starting on the right of the binary number, 

arrange the binary digits in groups of four 

– convert each quartet to the corresponding hex 
digit 

– 110 1110 1100 

–   6       E      C 
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Hex and Binary conversion cont. 

• To convert from hex to binary, replace each 
hex digit with its 4-bit binary equivalent 

•   8  A  5 

•  1000 1010 0101 
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Finite Precision Binary Arithmetic 

• We can store two different values in 1 bit: 0 
or 1. 

• in general, in n bits, you can store 2n 
different values. 

• So with 4 bits, we can store 16 values -  0 to 
15, but there are no negative values. 

• common sense says to split the number of 
values in half, making half positive, half 
negative, not forgetting zero. 

• Two's complement notation 
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Storing Integers 

• Two’scomplementnotation: The most 

popular means of representing integer 

values – standard use is with 8 bits 

• Excess notation: Another means of 

representing integer values – used in 

floating point notation 

• Both can suffer from overflow errors. 
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Figure 1.21  Two’scomplement

notation systems 
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Figure 1.22  Coding the value -6 intwo’s

complement notation using eight bits 

Two's complement notation 
for 6 using eight bits 0   0   0   0   0   1   1   0 

Copy the bits from right to left 
until a 1 has been copied 

1   1   1   1   1   0   1   0 

Complement the  
remaining bits 

Two's complement notation 
for -6 using eight bits 

Another method – flip all the bits and add 1 to the result 
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How many values  

• with 4 bits                                                         

• -8 = -24-1 and 7 = 24-1 – 1. 

• with 16 bits                                                       

• -32,768 = -216-1 and 32,767 = 216-1 – 1 

• with 32 bits                                                      
• -2,147,483,648 = -232-1 and 2,147,483,647 = 232-1 - 1 
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Figure 1.19  The binary addition facts 
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Figure 1.23  Addition problems converted 

totwo’scomplementnotation 
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OVERFLOW – Trouble in paradise 

• Using 6 bits we can represent values from -
32 to 31, so what happens when we try to 
add 19 plus 14 or -19 and -14. 

  19 
+14 
  33 

  010011 
+001110 
  100001 

we have added two positive  
numbers and gotten a negative 
result – this is overflow 

-19 
-14 
-33 

  101101 
+110010 
  011111 

we have added two negative 
numbers and gotten a positive 
result – this is overflow 
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Real numbers in Binary 

• As the places to the left of the binary point 
are powers of 2, so are the places to the 
right of the binary point 

• ... 8  4  2  1 . ½  ¼  1/8  1/16   1/32  1/64 ... 
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Figure 1.20  Decoding the binary 

representation 101.101 
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Coding 9 11/32 

• 9 = 1001 

• 11 = 1011 

• 32 is fifth place to the right of binary point 

• so 1001.01011  with the final 1 in the 1/32 
place to the right of the binary point 
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Figure 1.24  An excess eight 

conversion table 
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Figure 1.25  An excess notation system 

using bit patterns of length three 
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Storing Fractions 

• Floating-point Notation: Consists of a 

sign bit, a mantissa field, and an exponent 

field. 

• Related topics include 

– Normalized form 

– Truncation errors 
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Figure 1.26  Floating-point notation 

components 
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Converting 2 1/4 to floating point 

• figure out 2 ¼ in binary = 10.01 

• normalize the number (move the binary 
point to the left of the most significant 1 – 
leftmost one) and adjust the exponent =         
10.01 * 20 = .1001 * 22 

• Calculate the exponent by adding the 
excess value to the exponent value: 2 + 4 = 
6 = 110 in binary 

• figure out the sign – positive is 0 

• put is all together = 0 110 1001 
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Another 

• Remember if the number has a whole 
portion, the exponent will be positive.  If the 
number is 0 or a fraction, the exponent will 
be 0 or negative 

• -3/8 = .011 in binary 

• normalize .11 * 2-1 (pad fraction = .1100) 

• calculate exponent: -1 + 4 = 3 = 011  

• calculate sign: 1 for negative 

• put it together: 1 011 1100 
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Figure 1.27  Encoding the value  

2 5⁄8 


