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Abstract

In this paper, we study the On-Line File Transfer Routing and Scheduling problem. Given a sequence of file transfer requests and a graph that represents a network, the problem is to determine both a route and schedule for each file transfer in the sequence so as to minimize a suitable objective function. We require that an algorithm be on-line in the sense that it must respond to each request in the order given and before future requests are known. We show that there is no on-line algorithm which produces solutions with network congestion smaller than $\log k + 1$ times that of the optimal solution or makespan smaller than $\frac{\log k}{2} + 1$ times that of the optimal solution, where $k$ is the number of file transfer requests. We explain that this bound also holds for randomized on-line algorithms versus an adaptive on-line adversary. We discuss briefly the performance of several greedy on-line algorithms both theoretically and in practice.

1 Introduction and Motivation

We consider the problem of computing routes and schedules for the transfer of files across a network. The problem originated from the work of Coffman, Carey, Johnson and LaPaugh [6], and others [2, 3, 4, 5, 15, 9], who studied how to schedule file transfers over direct connections while obeying port constraints at the nodes. Coffman, et al. [6] showed that, in general, this problem is NP-hard while some special cases have polynomial time solutions. Subsequently, the problem with routing was studied and shown to be NP-hard even for very simple cases with unit file sizes [10, 11, 13, 14]. Mao and Simha [10] proposed three greedy list scheduling heuristics and showed that even the best of them has an approximation guarantee of at least $\Omega(\sqrt{k})$, where $k$ is the number of file transfer requests.

These past approaches to the file transfer routing and scheduling problem have been off-line: it is assumed that all file transfer requests are known a priori to the scheduling algorithm. However, in practice, file transfer requests are typically scattered in time and are rarely made together. Moreover, at any given time, nothing is known about future requests. To handle these more realistic situations, we consider the on-line version of the problem. The efficiency of an on-line algorithm is measured by its competitive ratio (see [8]), defined to be the ratio of its performance to that of an optimal off-line algorithm. To make such a comparison we can use any one of several metrics. The most commonly used metric is the maximum completion time of the file transfers, also called the makespan; another metric of interest is a measure of link congestion in the network. We show that the competitive ratio of any on-line deterministic algorithm is at least $\frac{\log k}{2} + 1$ with respect to makespan and $\log k + 1$ with respect to congestion. These lower bounds hold even when link speeds are identical, file sizes are identical and the network graph is a simple 3-layer digraph. In addition, the results hold for randomized on-line algorithms against an adaptive on-line adversary, which may issue requests based on the algorithm’s coin tosses but must make its own decisions on-line after each decision of the algorithm. A similar lower bound, applicable to our problem with respect to network congestion, was given by Aspnes, et al. [1] in the context of on-line virtual circuit routing. They prove that the competitive ratio of any algorithm is at least $\frac{\log k}{2}$ + 1. Our lower bound proof uses a different technique and achieves a result that is tighter by a factor of 2. The problem of finding a fast (and simple) on-line algorithm that achieves the lower bound remains an interesting open problem. We provide some evidence of how hard the problem is: standard greedy on-line algorithms that are used in many scheduling problems can be shown to perform very poorly in the file transfer routing and scheduling problem.

While the individual problems of routing and scheduling have long received considerable attention in the literature, the problem of jointly devising routes and schedules has received less. Efficient management of file transfers is one application which requires consideration of both routing and scheduling simultaneously. It is motivated by data transfer applications which require the transfers of large files across networks, such as remote system backups, data distribution in databases, stored video transfers, and data acquisition and distribution in scientific applications. The traditional approach to managing data transfers in these applications is to break up the files into packets and use standard packet-based network services to send the packets across. To send packets across, it is naturally inefficient to collect global information and schedule the transmissions of individual packets. However, large files are a different matter. The time needed to collect limited global information and compute a schedule is a small fraction of the time spent in transferring the files. The benefits can be significant, since the traditional packet routing method cannot (for lack of global information) prevent overlapping file transfers on links, whereas a centralized routing and scheduling method can carefully spread out file transfers to reduce overall completion times. Note that it is possible to implement centralized scheduling in a partially-distributed manner by using a number of “scheduling servers” as we discuss below.

The practicability of file transfer scheduling is not as modest as it may first appear. The following observations
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strenthen our belief that a distributed scheduling mechanism could significantly pay off in terms of efficient bandwidth usage. First, as noted above, there is the volume of applications. While it is often pointed out that video traffic will dominate future networks, there is no evidence to assume all such traffic will be real-time; transfers of multimedia (including video data) documents are just as likely to take place. Furthermore, the scheduling of file transfers will impact available bandwidth for real-time “streams”. Second, it appears fairly straightforward to the authors to implement some form of distributed scheduling using today’s file transfer software. For example, a simple switch on the internet protocol could significantly pay off in terms of efficient bandwidth for real-time distributed scheduling using today’s file transfer software. The simplest case for the file transfer requests occurs when a file transfer request to minimize a suitable objective function (see below). The problem is on-line in the sense that file transfer requests must be processed in the order they appear in the sequence given. Suppose the request sequence is \( f_1, f_2, \ldots, f_k \). In processing \( f_i \), an on-line algorithm has no knowledge about \( f_{i+1}, f_{i+2}, \ldots, f_k \).

The first objective function of interest is the makespan, which is defined to be the maximum completion time over all file transfers, i.e.

\[
\max_i \{ C_i \}
\]

where \( C_i \) is the time file transfer \( f_i \) reaches its destination. The makespan gives the total elapsed time to transfer all \( k \) files through the network. The second objective function we discuss is the congestion, defined to be the maximum delay over all links in the network, i.e.

\[
\max_{e \in E} \sum_{i \in P_e} \frac{l_i}{s(e)}
\]

Notice that when \( l_i = 1 \), for all \( i = 1, 2, \ldots, k \), and \( s(e) = 1 \), for all \( e \in E \), congestion is equivalent to the maximum link usage in the network.

## 3 A Lower Bound

### 3.1 Analysis of on-line algorithms

Competitive analysis is commonly used to judge the quality of solutions produced by an on-line algorithm. Let \( A \) be the on-line algorithm under consideration and \( OPT \) be the optimal algorithm for the same problem. Furthermore, let \( C_A(I) \) and \( C_{\text{OPT}}(I) \) be the values of the objective function (makespan or congestion) when algorithms \( A \) and \( OPT \), respectively, are applied to instance \( I \). If there are \( c \) (a constant or a function of the size of \( I \)) and \( a \) (a constant), such that

\[
C_A(I) \leq c \cdot C_{\text{OPT}}(I) + a
\]

for any \( I \), then we say that on-line algorithm \( A \) is \( \epsilon \)-competitive. The \( \epsilon \)-competitiveness of an algorithm indicates that in the worst case the value of the objective function of a solution produced by the on-line algorithm is at most \( \epsilon \) times that of the optimal solution. The competitive ratio of an algorithm is defined to be

\[
\sup_I \frac{C_A(I)}{C_{\text{OPT}}(I)}.
\]
A lower bound $c$ for a (minimization) problem is established when one proves that there is no on-line algorithm with competitive ratio better than $c$. To do so, an adversary strategy is often used. For our problem, consider an arbitrary on-line algorithm $A$ which has complete knowledge of the network. Algorithm $A$, however, does not know the file transfer request sequence $s$ in advance; instead, it relies on an adversary to provide the requests one at a time. That is, algorithm $A$ is forced to make bad choices, thus increasing the value of the objective function of the solution $A$ produces. This is the basic idea in the proof we shall present. Throughout this section, we assume that all file transfers have unit length, all links in the network have unit speed and any buffers have infinite capacity, i.e., $l_i = 1$ for $i = 1, 2, \ldots, k$, $s(e) = 1$ for all $e \in E$, and $m(v) = \infty$ for all $v \in V$. Clearly, the lower bound established for such a simple case also applies to more general cases where file lengths and link speeds are arbitrary.

### 3.2 The network graph

The network graph we use in the lower bound proof can be defined in two equivalent ways; we will describe both. Assume the adversary chooses $k$ to be $2^j$ for any integer $j > 0$.

The network graph is a 3-layer digraph.¹ Let $S \cup I \cup T$ be the vertex set where

$$S = \{s_{ab} : 1 \leq a < b \leq k\} \cup \{s_a : 1 \leq a \leq k\}$$

is the set of source nodes,

$$I = \{i_1, i_2, \ldots, i_k\}$$

is the set of intermediate nodes, and

$$T = \{t\}$$

is the set containing a single destination node. Clearly,

$$n = |S \cup I \cup T| = \frac{1}{2}k(k-1) + 2k + 1 = \frac{1}{2}k^2 + \frac{3}{2}k + 1.$$  

¹ A 3-layer digraph is a generalization of a bipartite digraph, which is also a 2-layer digraph, in which the set of nodes $V$ can be partitioned into 3 sets $S$, $I$, and $T$ such that, for all directed edges $e = (u, v) \in E$, either $u \in S$ and $v \in I$ or $u \in I$ and $v \in T$.

Let $E_1 \cup E_2$ be the directed edge set where

$$E_1 = \{(s_{ab}, i_a), (s_{ab}, i_b) : 1 \leq a < b \leq k\} \cup \{(s_a, i_a) : 1 \leq a \leq k\}$$

is the set of edges between $S$ and $I$, and

$$E_2 = \{(i_a, t) : 1 \leq a \leq k\}$$

is the set of edges between $I$ and $T$. Clearly,

$$m = |E_1 \cup E_2| = k(k - 1) + 2k = k^2 + k.$$  

For any $j > 0$, we will call the associated graph $G_j$. For example, Figure 1 shows the network graph $G_2$.

We can also define the network graph recursively; the recursive definition is more convenient to use in the proof but more difficult to visualize. Let $G_0$ be a graph with three nodes — a source node $s$, an intermediate node $i$, and a destination node $t$ — and two edges $(s, i)$ and $(i, t)$. For any $j > 0$, $G_j$ is constructed recursively as follows: First, take two $G_{j-1}$’s; second, for any two intermediate nodes $x$ and $y$, one in each $G_{j-1}$, add a source node $z$ and edges $(z, x)$ and $(z, y)$; third, contract the two destination nodes in the $G_{j-1}$’s into one destination node $t$; fourth, label the intermediate nodes and source nodes appropriately. We label a source node $s_{ab}$, with $a < b$, if it is connected to intermediate nodes $i_a$ and $i_b$, and $s_a$ if it is only connected to intermediate node $i_a$. Figure 2 shows $G_0$, $G_1$, and $G_2$.

We observe that there are two routes a file transfer can take between source $s_{ab}$ and destination $t$: via intermediate nodes $i_a$ or $i_b$. Which of the two is chosen depends completely on the particular on-line algorithm. Since the adversary is going to issue its requests based on earlier choices made by the on-line algorithm and we want the proof to hold for any algorithm, we will need notation to allow for arbitrary choices. We define the operator $\lnot$ as follows: $a \lnot b$ returns $a$ if the on-line algorithm selected $a$ when it had the choice between $a$ or $b$; $a \lnot b$ returns $b$ otherwise. We define a complementary operator $\lnot$ as follows: $a \lnot b$ returns $a$ if $a \lnot b$ returns $b$, and it returns $b$ if $a \lnot b$ returns $a$. Hence, for file transfer $(s_{ab}, t)$, an on-line algorithm will assign route $(s_{ab}, i_{a \lnot b}, t)$. Note that $a \lnot b$ is different from “$a$ or $b$” in that once the algorithm makes its decision, the value returned from $a \lnot b$ is fixed.

### 3.3 The request sequence

The request sequence, provided by the adversary, consists of a recursively defined sequence followed by one last request. Before giving the formal definition of the request sequence, we consider a few examples of the recursively defined sequence. If the network graph is $G_1$, the sequence, denoted by $r_1$, trivially contains just one request, $(s_{12}, t)$. Responding to this request, the algorithm will assign route $(s_{12}, i_{1 \lnot 2}, t)$. If the network graph is $G_2$, the sequence, denoted by $r_2$, will contain two $\sigma_2$ sequences, with nodes labeled accordingly, plus one more file transfer request. To be specific, the first request in $\sigma_2$ is $(s_{12}, t)$ and the route assigned is $(s_{12}, i_{1 \lnot 2}, t)$. The second request is $(s_{34}, t)$ and the route assigned by the algorithm is $(s_{34}, i_{3 \lnot 4}, t)$. So far, each link in $G_2$ is used at most once. The third request given by the adversary will be $(s_{13}[i_{1 \lnot 3}][i_{3 \lnot 4}], t)$. This way the algorithm will have no choice but to select a link that has been used before, forcing the maximum link usage to reach 2, and thus increasing the makespan and congestion. Similarly, the sequence $\sigma_3$ for $G_3$ contains the first 7 requests in Table 1.
In general, to define $\sigma_j$ for graph $G_j$, we take two $\sigma_{j-1}$'s with labels of the sources modified accordingly. Let $s_{0b}$ and $s_{0c}$ be the source nodes of the last file transfer requests in each of the two $\sigma_{j-1}$ sequences. We then add a last file transfer to $\sigma_j$ from source $s_{(a|b|c|d)}$ to destination $t$.

The final request sequence we will give an algorithm will be denoted $\sigma'_j$. Let $s_j$ be the source node of the last file transfer in $\sigma_j$. Then the request sequence $\sigma'_j$ is defined to be $\sigma_j$ followed by the single request $(s_{j}, t)$. Notice that request sequence $\sigma'_j$ contains $2^j$ requests. The requests in $\sigma'_3$ and corresponding routes are given in Table 1.

### 3.4 Proof of the lower bounds

In this subsection we will examine the makespan and congestion of a solution produced by an arbitrary on-line algorithm and those of the optimal solution, using $\sigma'_j$ as the request sequence and $G_j$ as the network graph. As a result, we establish a lower bound for our problem.

Let us first consider the example of routing and scheduling $\sigma'_3$ in network $G_3$. Since $j = 3$, there are $k = 2^3 = 8$ files to transfer. As shown in Table 1, $f_1$ and $f_2$ use parallel routes $\langle s_{12}, i_{112}, t \rangle$ and $\langle s_{34}, i_{34}, t \rangle$, respectively, causing the makespan to be 2 (2 hops for the files to reach $v$) and the congestion to be 1. Request $f_3$ is next. We observe that any on-line algorithm must choose a route for $f_3$ that passes through a previously used link. This forces the makespan to reach 3 (since a link can only be used by one file transfer at any moment), and the congestion to reach 2. Similarly, the transfer of $f_4$, $f_5$, and $f_6$, which are file transfers in the lower half of the network, results in the same makespan and congestion, thus keeping the overall makespan and congestion unchanged (3 and 2, respectively). When $f_7$ arrives, because of the way $\sigma'_3$ and $G_3$ are designed, the algorithm has no choice but to...
assign a route passing through one of the two most heavily used links, forcing the makespan and congestion to increase to 4 and 3, respectively. Lastly, when $f_8$ arrives the algorithm must assign it to its only route, which passes over the most heavily used link in the graph, causing the makespan and congestion to increase to 5 and 4, respectively. In general, we have the following lemma:

**Lemma 1** Let $j$ be any positive integer. When given network graph $G_j$ and request sequence $\sigma_j^k$ of $k = 2^j$ file transfers, any on-line algorithm will construct a schedule with makespan at least $j + 2 = \log k + 2$ and congestion at least $j + 1 = \log k + 1$.

**Proof** By induction on $j$.

Next we show that, using the same instance, the optimal makespan and congestion are 2 and 1, respectively. Different from an on-line algorithm, the optimal algorithm is able to see the entire request sequence $\sigma_j^k$ in advance and thus avoids the mistakes made by an on-line algorithm.

Let us again consider the example of transferring the 8 files in $\sigma_j^3$ on network $G_3$. The optimal routes chosen by the optimal algorithm are given in Table 2. In this route assignment, no single link will be used more than once, thus resulting in the optimal makespan 2 (2 hops for any file to reach its destination) and the optimal congestion 1.

![Table 2: Optimal routes assigned to requests in $\sigma_j^3$.](image)

The above two lemmas imply the following lower bound theorem for the On-Line File Transfer Routing and Scheduling problem.

**Theorem 1** For the On-Line File Transfer Routing and Scheduling problem, even when all files have unit length and share one destination, and the network is a simple 3-layer graph with unit-speed links, there is no on-line algorithm with competitive ratio better than $\frac{\log k}{2}$ + 1 with respect to makespan and $\log k$ + 1 with respect to congestion, where $k$ is the number of file transfers.

It is worth mentioning that these lower bounds also hold for any randomized on-line algorithm against an adaptive on-line adversary. An adaptive on-line adversary chooses each request based on the algorithm’s responses to previous requests but must serve each request itself before future responses of the algorithm are known. In this case the randomized on-line algorithm under consideration chooses randomly one route for the current file transfer request while the adversary defines the next request adaptively based on the route selected by the on-line algorithm. The proof works for the randomized algorithms with little change needed. Thus we also have the following theorem:

**Theorem 2** For the On-Line File Transfer Routing and Scheduling problem, even when all files have unit length and share one destination, and the network is a simple 3-layer graph with unit-speed links, there is no randomized on-line algorithm with competitive ratio better than $\frac{\log k}{2}$ + 1 with respect to makespan and $\log k$ + 1 with respect to congestion against an adaptive on-line adversary, where $k$ is the number of file transfers.

Lastly, we point out that our lower bounds can also be written in terms of $n$, the number of nodes in the network. This formulation may make more sense in many situations. Specifically, we can say that any on-line algorithm will have competitive ratio at least $\frac{\log n}{2}$ + 1 with respect to makespan and $\log n$ + 2 with respect to congestion.
4 Greedy On-line Algorithms

The results from the previous section raise the natural question: is there an on-line algorithm that achieves the lower bound? In other words, is there an on-line algorithm that produces a solution with makespan or congestion that is \(O(\log k)\) times that of an optimal solution? Consider the following greedy on-line algorithms:

- Algorithm 1 (A1): For file transfer request \(f_i\), assign any route \(P\) between \(s_i\) and \(t_i\) in the network graph, and then schedule \(f_i\) along the route in the most efficient way.
- Algorithm 2 (A2): For file transfer request \(f_i\), assign a route \(P\) between \(s_i\) and \(t_i\) with the fewest links that have been used before, and then schedule \(f_i\) along the route in the most efficient way.
- Algorithm 3 (A3): For file transfer request \(f_i\), assign a route \(P\) between \(s_i\) and \(t_i\) with the smallest increase in congestion over all edges, and then schedule \(f_i\) along the route in the most efficient way.
- Algorithm 4 (A4): For file transfer request \(f_i\), assign a route \(P\) between \(s_i\) and \(t_i\) with the minimum value of \(\max_{P} \sum_{j \leq k \in P} \frac{1}{j}\), and then schedule \(f_i\) along the route in the most efficient way.

By “the most efficient way” we mean that a file stays at an intermediate node only when the link it chooses to use in the next time step is busy transferring a file with a smaller index.

In [10], the authors prove that the competitive ratio, with respect to both makespan or congestion, of A1 and A2 is at least \(\Omega(k)\), and the competitive ratio of A3 is at least \(\Omega(\sqrt{k})\). This implies that algorithms A1, A2, and A3 all fail to achieve the lower bound proved in Section 3. Our simulation experiments show that in practice both A2 and A3 outperform A1 by a large margin while A3 constructs file transfer schedules just a little better than A2 does. As for A4, a preliminary study [7] shows that the algorithm achieves a \(O(\log k)\) competitive ratio for at least a small class of request sequences and network graphs. Determining the competitive ratio for A4 is one of many open problems for our future research.

5 Conclusions

In this paper, we study the On-Line File Transfer Routing and Scheduling problem. In particular, we establish a lower bound on the competitive ratio of \(\frac{\log_2 k}{2}\) + 1 with respect to makespan and \(\lfloor \log k \rfloor + 1\) with respect to network congestion. Alternatively, in terms of \(n\), we can say that the competitive ratio of any algorithm is at least \(\frac{\log_2 k + n}{2}\) with respect to makespan and \(\lfloor \log_2 k + n \rfloor\) with respect to congestion. By considering greedy on-line algorithms and their performance, we have argued that the problem of finding a good on-line algorithm is a hard one. File Transfer Routing and Scheduling is an important problem in computer communications and networks. It is also applicable in other areas, such as manufacturing. By treating nodes in the network graph as machines and file transfers as jobs, the file transfer problem can be formulated as a parallel job shop scheduling problem. For the future, there remains the open problem of designing a simple on-line algorithm that achieves the lower bound, as well as considering distributed scheduling algorithms.
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