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Motivation

— Too big, too variable, too heavy-tailed

— Flash crowd effect

— Sudden fluctuations in arrivals and demands
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— Critical for E-commerce sites

Clustered Web Servers
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This Talk: Load Balancing

—Random
—Round-robin
—Join the Shortest Queue (JSQ)

Why not effective?

— Separate long from short jobs!

What is our workload?

—30-low latency platforms

—92 days (April 26, 1998 to July 1998)
— Date & time, size of transferred data
— Static content




Workload Characterization

—How often
—How variable
— Possible periodic behavior

— Assumption: service time to file size
— How variable

Workload Characterization:
Arrival Process

Arrival intensity: number of requests per 5 minuie period
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Workload Characterization:
Service Process

Average request size per 5 minute period
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Workload Characterization:
Service Process (cont.)

C.V. of request size per 5 minute period
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Workload Summary

—Adapt balancing parameters
—Ensure equal load on all servers

Our solution: AdaptLoad
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Size

Number of requests in each bin
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AdaptLoad (cont.)

—A priori knowledge of the workload

—Use past to predict future

—On-line observations of
of requests

—Trace driven simulation

Performance Issues

Transient Overloads

(a) Low System Load
100

AdaptLoad

2

Slowdown
S
L I

1

June 36, 1%pm  june 27 12am  lune 27.12pm

(b) High Systemn Load
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Fairness: per class slowdown

(a) Low system load (measured on June 26, at 22:42:22)
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(b) High system load (measured on June 26, at 22:42:22)
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Improvements?

—Batch size K
—Coefficient 0 <=a<=1

* Sensitivity?
* Robustness?




Improved AdaptLoad

{a) Low System Load
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(b) High System Load

10000

AdaptLoad:previous
AdaptlLoad:alpha

g

Slowdown
g

L s o o
June 26, 6pm June 26, Spm June 27, 12am

Summary

—Previous K requests

—Exponentially discounted history

Future Directions?




