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I. INTRODUCTION

Emerging trends and challenges. Enterprise distributed
real-time and embedded (DRE) publish/subscribe (pub/sub)
systems manage resources and data that are vital to the ongo-
ing objectives of organizations or projects. Examples include
shipboard computing environments, air traffic management
systems, and recovery operations in the aftermath of regional
or national disasters. These enterprise DRE pub/sub systems
often adjust the way they operate depending on their external
environment. For example, search and rescue missions as part
of disaster recovery operations can adjust the image resolution
used to detect and track survivors depending on the resources
available (e.g., computing power, network bandwidth) [5].

Many enterprise DRE pub/sub systems autonomically (1)
monitor their environment and (2) modify their modes as the
environment changes since manual adjustment is too slow and
error prone. For example, a shift in network reliability can
prompt quality of service (QoS)-enabled middleware, such
as the OMG Data Distribution Service (DDS), to change
mechanisms (such as the transport used to deliver data)
since some transports provide better reliability than others in
some environments. Likewise, cloud computing applications
where dynamically allocated resources (e.g., CPU speeds and
memory) cannot be characterized accurately a priori may need
to adjust to available resources (such as using compression
algorithms optimized for given CPU power and memory) at
system startup. If adjustments take too long the mission(s) the
system implements could be jeopardized.

Policy-based approaches (which externalize and codify logic
to determine the behavior of managed systems [2]) are
commonly used for the autonomic adaptation of enterprise
DRE pub/sub systems. These approaches provide determin-
istic response times to perform appropriate adjustments given
changes in the environment and can be optimized to ensure ef-
ficient performance. The complexity of developing and main-
taining policy-based approaches for enterprise DRE pub/sub
systems can be unacceptably high, however, since developers
must determine which policies are applicable for certain en-
vironmental aspects. Moreover, developers must manage how
the policies interact to provide needed adjustments.

Machine learning techniques support algorithms that allow
systems to adjust behavior based on empirical data, e.g.,
inputs from the environment. These techniques can be used
to support autonomic adaptation by learning appropriate ad-
justments to various operating environments. Unlike policy-
based approaches, machine learning techniques automatically
recognize complex sets of environment aspects and make
appropriate decisions accordingly.

Conventional machine learning techniques, such as decision
trees and reinforcement learning, have been used to address
autonomic adaptation for non-DRE systems [3]. These tech-
niques are not well-suited for enterprise DRE pub/sub systems,
however, since they do not provide bounded times when
determining adjustments. Some techniques, such as reinforce-
ment learning, explore the solution space until an appropriate
solution is found, regardless of the elapsed time [1]. Other
techniques, such as decision trees, have time complexities that
are dependent upon the specific data and cannot be determined
a priori. Moreover, decision trees may contain branches that
are much longer than others which is a source of jitter for
determining appropriate adaptations—an undesirable quality
in DRE pub/sub systems.

Solution approach → Overfitted machine learning to
guide pub/sub middleware adaptation. The goal of machine
learning is to provide guidance for past known environments
and to handle new and unknown environments. This generality
sacrifices some accuracy, however, that would otherwise be
provided for known environments. Machine learning tech-
niques that are specialized for the environments they have
seen—and/or on which they have been trained—are said to be
overfitted, which reduces development complexity and makes
the accuracy comparable to policy-based approaches.

This paper describes an overfitted machine learning ap-
proach we tailored to reduce the complexity of developing
autonomically adaptive enterprise DRE pub/sub systems. In
particular, we are tuning an artificial neural network (ANN),
which is a technique modeled on the interaction of neurons in
the human brain [4], to retain as much information about spe-
cific environment configurations and adjustments as possible
(e.g., greatly increasing the number of connections between in-
put environment characteristics and output adjustments that are
typically used in an ANN). Our work integrates this learning
technique with the DDS QoS-enabled pub/sub middleware.

II. KEY CHALLENGES OF ENTERPRISE DRE PUB/SUB

SYSTEMS

Below we summarize key challenges that arise when devel-
oping autonomic enterprise DRE pub/sub systems.

A. Challenge 1: Reduction of Development Complexity
Developing autonomic behavior can incur high complexity

due to the number and type of relevant environmental condi-
tions. For example, the number of data receivers can affect the
optimal transport protocols and parameter settings used since
some protocols provide adequate QoS for a small number
of receivers whereas other protocols provide adequate QoS
for a larger number of receivers. Codifying this knowledge



requires developers to manually manage multiple aspects of
the operating environment simultaneously, which increases
development complexity.

B. Challenge 2: Timely Adaptation to Dynamic Environments
Due to the dynamic environment inherent in enterprise

DRE pub/sub systems, application operations (such as image
compression to reduce network traffic or disseminating data
with both timeliness and reliability properties) must adjust in
a bounded timely—ideally constant time—manner as the envi-
ronment changes. Operations that cannot adjust quickly and in
a bounded amount of time will fail to perform adequately when
resources change, e.g., if resources are lost or withdrawn—
or demand for information increases—operations must be
configured to accommodate these changes with appropriate
responsiveness to maintain a minimum level of service. If
resources increase or demand decreases, operations should
adjust as quickly as possible to provide higher fidelity or more
expansive coverage. Manual modification is often too slow and
error-prone to maintain QoS.

C. Challenge 3: Accurate Adaptation to Dynamic Environ-
ments

Application operations in enterprise DRE pub/sub systems
must be able to adjust to changes in the environment accu-
rately. As known changes in enterprise DRE pub/sub systems
occur (e.g., an increase in networking capability, requests for
data from additional senders and receivers) the system should
take advantage of additional resources or provide for access
to additional data producers and consumers to maintain or
increase QoS. For a given environment configuration, the
enterprise DRE pub/sub system must accurately implement
adjustments that are appropriate to the operating environment.

III. SOLUTION APPROACH - OVERFITTING MACHINE

LEARNING TECHNIQUES

Our solution approach overfits machine learning techniques
to increase accuracy in determining appropriate adjustments,
such as applicable image compression algorithms for systems
whose resources cannot be accurately characterized a priori.
This approach enables enterprise DRE pub/sub systems to
autonomically adjust to their environments. Moreover, we are
leveraging techniques that provide time complexity guarantees
needed for enterprise DRE pub/sub systems.

Our approach focuses on tuning an ANN to retain a high de-
gree of information about specific environment configurations
and adjustments, e.g., increasing the number of hidden nodes 1

used in an ANN. As the ANN learns, it strengthens or weakens
the connections between inputs, hidden nodes, and outputs
to provide appropriate adjustments. Increasing the number
of hidden nodes increases the level of detail that the ANN
maintains. Our approach resolves the challenges presented in
Section II as follows:
• Overfitted machine learning techniques address Challenge

1 in Section II-A by decreasing the development complexity

1Hidden nodes are the computational components that provide connections
between the relevant aspects of the operating environment (e.g., CPU speed,
network reliability) with the adjustments needed for those environments.

involved with codifying adjustments for multiple configu-
rations of operating environments. Policy-based approaches
for autonomic adaptation place the complexity burden on
application developers, who must manually maintain operating
environment configurations, appropriate adjustments needed,
and the mapping between the configurations and the ad-
justments. Moreover, developers must accurately codify this
mapping in their implementations. Overfitted machine learning
techniques relieve developers of this burden since they manage
the complexity via training to react appropriately, such as the
appropriate image compression algorithm that best matches
the CPU speed and memory provide.
• Machine learning techniques that utilize a static number of

equations for learning address Challenge 2 in Section II-B by
providing constant time complexities for determining appropri-
ate adjustments. In particular, we are applying overfitted ANNs
to QoS-enabled pub/sub middleware to support enterprise DRE
pub/sub systems. This technique incorporates appropriate algo-
rithm selection or transport protocol adjustments according to
feedback provided while the technique is being trained. When
a technique is used in an enterprise DRE pub/sub system, the
time to determine an appropriate adjustment is bounded by the
constant number of equations involved.
• Overfitting the machine learning technique addresses

Challenge 3 in Section II-C by increasing the accuracy of
the learning techniques. Our approach increases the accuracy
of determining appropriate adjustments for specific operating
environments by increasing the number and layers of hidden
nodes that connect the operating environment aspects, such as
CPU speed and network bandwidth, with the appropriate ad-
justments, such as applicable image compression algorithms.
In addition, we use non-overfitted machine learning techniques
to guide adjustments when operating environments have not
been previously anticipated. In this context, we want gener-
alized machine learning to provide configuration assistance
whereas policy-based approaches provide none.

We are integrating OpenSplice DDS and OpenDDS with
transport protocol frameworks whose protocols provide cus-
tomized QoS for different environments. In particular, we
provide a DDS “environment monitoring” topic as input to our
machine learning algorithms to determine the most appropriate
protocol given the environment and support the desired QoS.
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