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ABSTRACT 
Generative Artificial Intelligence (AI) is transforming software de-
velopment processes, including the critical domain of test and eval-
uation (T&E). From automating test case design to enabling con-
tinuous testing in DevOps pipelines, AI-driven tools can enhance 
the efficiency, accuracy, and speed of software testing. At the same 
time, however, the integration of AI components, especially gener-
ative models like large language models (LLMs), into software-re-
liant systems introduces new challenges for verification and vali-
dation. Traditional T&E methodologies must evolve to address is-
sues such as AI bias, hallucinated outputs, and the complexity of 
validating non-deterministic behaviors. This paper examines how 
generative AI is changing T&E practices across the software de-
velopment lifecycle (SDLC), explores the challenges of testing AI 
capabilities, and discusses key concerns like reliability and regula-
tory compliance. Drawing on insights from a recent webinar with 
leaders from the T&E domain and related research [1], this paper 
provides recommendations for refining T&E strategies to ensure 
that AI-augmented, software-reliant systems are trustworthy and 
effective in practice. 
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1. AI-Augmented Transformation of Test and 
Evaluation Practices 

As AI continues to revolutionize software development, its impact 
on test and evaluation (T&E) will likely be equally profound. AI-
augmented testing methodologies have the potential to reshape tra-
ditional verification and validation processes by introducing auto-
mation, accelerating test case generation, and enabling real-time 
monitoring. These advancements can address long-standing chal-
lenges in software assurance, including reducing manual effort, im-
proving test coverage, and integrating user feedback earlier in the 
development cycle. Below, we summarize key areas where AI has 
the potential to drive critical shifts in T&E practices. 

Automating and accelerating test design. AI-augmented tools can 
automatically generate test cases, test data, and even testing scripts 
by analyzing requirements and past defect patterns [20]. This auto-
mation can reduce the manual effort and human error in creating 
extensive test suites [11]. As software complexity increases, soft-
ware verification and validation processes incur significant 
amounts of testing. Generative AI can help create test cases that 
cover the vast domain of software inputs.  

Generative AI can leverage natural language processing on speci-
fications and code to produce a wide range of test scenarios, includ-
ing edge cases, faster than traditional methods [9]. These capabili-
ties contribute to continuous testing, where tests are run and up-
dated iteratively throughout development, aligning with modern 
agile and DevOps practices. These advances yield a significant im-
provement in test coverage and frequency, enabling quicker feed-
back on software quality within CI/CD pipelines. 

Shift-Left testing and early user involvement. AI is also enabling 
T&E to move earlier in the SDLC (so-called “shift-left” testing), 
blurring the line between development and testing. One potential 
example of the impact of generative AI is its ability to rapidly pro-
totype user interfaces or system behaviors, allowing developers and 
end-users to evaluate and provide feedback on early mock-ups. In 
the national security context, getting operational users involved 
sooner has been a long-standing goal for better outcomes.  

Generative models can also help develop what the actual interface 
would look like for operators to facilitate user testing much earlier 
in the acquisition process [15]. For example, instead of waiting for 
a fully mature system, teams can use AI-generated prototypes and 
simulated interfaces to conduct usability tests and gather user feed-
back in the early design stages. This early engagement through AI-
augmented prototyping helps to shorten the feedback loop between 
users and developers, leading to interfaces and features that are 
more aligned with user needs. 

Enhanced prototyping and simulation. Generative AI can serve as 
an accelerator for creating software prototypes and models that ex-
tend current systems in new directions. By quickly materializing 
new ideas in code or design, AI allows teams to conduct small-scale 
tests or experiments on innovative features [23]. Another trans-
formative aspect is the use of AI in building synthetic test environ-
ments and scenarios. In operational testing—where software-reli-
ant systems are evaluated under realistic conditions—constructing 
and executing a comprehensive set of test scenarios can be costly 
and labor-intensive.  

AI can alleviate the time and effort associated with operational 
T&E by generating scenarios and conditions that reflect operational 
realism in earlier phases of testing from high-level test design 
goals. By automating parts of scenario creation, generative AI helps 
to ensure that test campaigns cover diverse operational conditions 
and edge cases that might otherwise be overlooked [5]. Similarly, 
AI-augmented simulation tools can generate synthetic data or sim-
ulate system inputs at scale, enabling stress testing and performance 
evaluation under varied conditions without the cost of physical ex-
ercises [12]. 

Continuous testing and monitoring. In addition to upfront test de-
sign, AI contributes to continuous monitoring and validation after 
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deployment. Machine learning techniques can monitor software be-
havior in real time, flag anomalies, and even perform root-cause 
analysis on test failures. For instance, AI tools can sift through logs 
and performance metrics from test runs to detect patterns that indi-
cate bugs or security vulnerabilities, potentially suggesting likely 
causes and fixes [10]. These tools augment human testers by 
quickly pinpointing issues in complex, distributed systems.  

In addition, the incorporation of AI in the SDLC supports a tighter 
integration of development, security, and operations (DevSecOps) 
in the T&E process. The DoD’s recent AI adoption strategy empha-
sizes a continuous cycle of iteration, innovation, and improvement, 
where effective feedback loops among developers, users, and T&E 
experts ensure capabilities are more stable, secure, ethical, and 
trustworthy.[7]. In practice, these AI-augmented systems are tested 
not just in the pre-deployment phases but continuously throughout 
deployment, with insights feeding back into improvements, which 
is essential to evaluate key quality attributes of AI-augmented sys-
tems that learn and/or evolve. 

2. Practices Challenges in Testing and Evaluating 
AI-Augmented Systems 

Despite the gains from AI-augmented testing, independently test-
ing and evaluating AI capabilities presents unique challenges. Tra-
ditional software has deterministic or at least well-specified behav-
iors against which testers can validate correctness. In contrast, AI-
augmented systems—especially those based on machine learning 
or generative models—, on the other hand, behave probabilistically 
and can exhibit unexpected outputs or decision patterns that are 
hard to predict or exhaustively test. This section highlights key 
T&E challenges for AI-augmented systems.  

Bias and fairness issues. AI models are only as good as the data 
and algorithms that shape them, and they can inadvertently learn 
biases that lead to unfair or ineffective outcomes. An AI model may 
perform well on average metrics yet still harbor unintended bias 
that may result in harm [3]. For example, if training data under-
represents certain conditions or populations, the AI’s performance 
on those may be poor, raising concerns of equity and reliability 
[18].  

In the national security context, representation bias can diminish 
the operational effectiveness and suitability of an AI-augmented 
system [6]. Testing for bias requires going beyond usual functional 
tests to include statistical analyses of model outputs across various 
subgroups and scenarios. There is no single metric for “fairness,” 
however, as it often depends on context. Multiple definitions of bias 
(e.g., fairness, representation, or statistical parity) must be consid-
ered, which makes the evaluation of AI fairness a complex, context-
dependent process. 

Independent T&E teams need methodologies to detect and measure 
bias in AI.  Curated test sets that adequately cover the intended op-
erational employment, including edge or corner cases, can charac-
terize the performance of the model and suggest strategies to miti-
gate any biases found, such as model retraining or data augmenta-
tion. Ensuring an AI’s decisions are fair and justified is as critical 
as testing its basic functionality. 

Hallucinations and unpredictable behavior. AI-augmented sys-
tems (including—but not limited to—LLMs) tend to hallucinate by 

producing outputs that may be plausible-sounding but entirely fab-
ricated or incorrect [19]. These hallucinations pose a challenge for 
evaluation and evaluators, i.e., how to validate the output of an AI 
that can create content dynamically. Ideally, testers would check AI 
outputs against ground truth, but for generative tasks (e.g., open-
ended text generation), ground truth may be ambiguous or vast in 
scope. Moreover, AI-augmented systems may perform correctly 
most of the time and still occasionally produce errors or nonsensical 
results, especially when prompted in unfamiliar ways or when the 
actual data encountered during operations diverges substantially 
from the data used for training [14].  

Testers must therefore design evaluation processes that detect these 
failure modes. These processes should include adversarial testing 
or intentionally prompting or inputting edge cases to see if the 
model responds robustly, and manual review by subject matter ex-
perts of AI outputs for accuracy. T&E professionals must maintain 
healthy skepticism and systematically verify AI outputs.  

Moreover, an AI-augmented system should be tested on its ability 
to refuse inappropriate requests, handle incomplete or noisy data 
gracefully, and indicate uncertainty rather than guess. These are 
new facets of performance assessment unique to AI behavior. En-
suring rigorous evaluation of generative AI outputs should include 
human-in-the-loop assessment, where experts review and score the 
AI’s responses as part of the test protocol [22]. 

Validation in complex, uncertain scenarios. AI components can 
introduce non-deterministic and context-dependent behaviors that 
complicate validation. A traditional piece of software will produce 
the same output every time when given the same input. In contrast, 
a machine learning model may either (1) not behave deterministi-
cally or (2) its performance might depend on subtleties of the input 
distribution [17]. Test results for an AI-augmented system may ex-
hibit variability since running the same test twice might not yield 
identical outcomes if the model uses randomness or has state. Like-
wise, AI-augmented systems might encounter inputs in the real 
world that differ significantly from the training data, leading to un-
predictable performance drops, a phenomenon related to distribu-
tional shift or model drift [4].  

For these complex models, validating correctness is only a small 
part of evaluating AI-augmented systems. Factors like robustness, 
resilience, uncertainty, and bias must also be assessed. In particular, 
even if an AI passes basic functional tests, evaluators must probe 
deeper to address issues such as  
• How does the model handle noisy or adversarial inputs?  
• Does it explain its reasoning or provide confidence measures?  
• Will its performance degrade over time or in new environ-

ments?  
These subtleties require new test artifacts and metrics.  

Testers are also increasingly challenged to design experiments that 
reveal how an AI handles the unknown unknowns [17]. Techniques 
like stress testing that varies inputs systematically to find breaking 
points, Monte Carlo simulations of model decisions, and statistical 
validation over many runs are critical in characterizing an AI’s re-
liability [13]. In summary, independently evaluating an AI capabil-
ity requires a multifaceted examination of its behavior beyond what 
is needed for static, rule-based software to ensure the system is ro-
bust under a range of conditions. 



The Impact of Generative AI on Testing & Evaluation: Challenges 
and Opportunities 

International Workshop on Envisioning the AI-Augmented Soft-
ware Development Lifecycle, June 2025, Trondheim, Norway WOODSTOCK’18, June, 2018, El Paso, Texas USA 

 

 

3. Ensuring AI Reliability and Compliance in the 
SDLC 

As AI becomes increasingly integrated into software systems, en-
suring its reliability, compliance, and trustworthiness has become a 
critical challenge. Traditional T&E methodologies are not suffi-
cient to assess the unique risks associated with AI-augmented de-
cision-making. In high-stakes domains, such as defense, healthcare, 
and finance, organizations must adopt rigorous approaches to ver-
ify AI performance, mitigate failure risks, and adhere to evolving 
regulatory and ethical standards. This section explores key strate-
gies for AI reliability testing and regulatory compliance. 

Reliability and trustworthiness. Ensuring the reliability of AI-aug-
mented systems is a paramount concern, especially in mission-crit-
ical applications from high-stakes domains. For example, the US 
Department of Defense (DoD) has formally recognized reliable AI 
as one of its ethical principles for AI deployment, alongside respon-
sible, traceable, equitable, and governable use [8]. Achieving reli-
ability in AI goes hand-in-hand with rigorous T&E.  

Unlike conventional software, where reliability might be measured 
by uptime or bug counts, AI reliability encompasses consistent per-
formance and the absence of catastrophic failures or unsafe deci-
sions. T&E practitioners must establish confidence bounds on AI 
performance. For example, verifying that an autonomous vehicle’s 
perception model detects 99.9% of obstacles in varied conditions 
or that a decision aid AI has a quantifiably low error rate within its 
intended operating domain.  

Building this trust requires iterative evaluations and a “trust but ver-
ify” mindset. In practice, it is essential to never rely blindly on the 
output of AI models without some form of verification or fallback. 
For software engineers, this means incorporating fail-safes or mon-
itors that catch when the AI’s output might be erroneous. For in-
stance, a monitor should check whether AI-generated recommen-
dations conflict with known constraints or invariants. For T&E pro-
fessors, likewise, it is crucial to test not only normal operation but 
also how the system behaves under unseen contexts or when an AI-
augmented component or subsystem returns an uncertain result.  

Reliability testing for AI could include extensive robustness test-
ing, which evaluates model performance under perturbations or in 
simulated adversarial conditions, and/or resilience testing, which 
measures the system’s ability to recover or fail safely if the AI gives 
a bad output. Ultimately, ensuring AI reliability is about confidence 
through evidence, i.e., gathering sufficient test evidence under di-
verse scenarios to demonstrate that the AI component will perform 
as intended with high probability and identifying the bounds within 
which that remains true [17]. 

Regulatory and ethical compliance. As organizations integrate AI 
into software-reliant systems, they must navigate an evolving land-
scape of regulations, standards, and ethical guidelines. In U.S. na-
tional security programs, for instance, policies now demand Re-
sponsible AI, which aligns with ethical principles and avoids undue 
bias or safety risks. The 2023 DoD AI Adoption Strategy empha-
sizes that sound assurance processes for testing, evaluation, valida-
tion, and verification are imperative for Responsible AI [8]. In this 
context, compliance is not just a documentation exercise but is di-
rectly linked to rigorous T&E practices. 

T&E professionals may need to demonstrate that an AI-augmented 
system complies with specific standards. For example, a model 
used in personnel decisions should be tested for disparate impact 
on classes of individuals. Likewise, an autonomous drone’s target-
ing AI should be tested to ensure it abides by the rules of engage-
ment. In regulated industries like healthcare or finance, AI compo-
nents might require certification or audit, which in turn requires 
comprehensive testing evidence (e.g., proving a medical diagnostic 
AI meets a certain level of accuracy and safety).  

One emerging practice is using AI itself to aid in compliance check-
ing. Generative AI tools can ingest large policy and regulatory doc-
uments and compare system specifications or logs against these re-
quirements to highlight potential inconsistencies [2]. For instance, 
an AI assistant could scan a new software release to flag if any 
change might violate a cybersecurity compliance rule, effectively 
acting as a compliance analyst. While this AI-augmented compli-
ance checking can speed up verification against known standards, 
it remains the responsibility of the T&E team to ensure the AI-aug-
mented system’s behavior remains compliant when fielded. Check-
ing for this compliance may involve scenario-based tests that exer-
cise ethical edge cases (e.g., does an AI respond to a command that 
would break a law or policy?) and verifying that the system grace-
fully declines or defers to human judgment.  

In addition, testers and evaluators should be aware of emerging AI 
regulations (such as the EU’s AI Act or U.S. federal guidance) that 
might impose new testing requirements, such as documentation of 
training data or provisions for explainability. Going forward, new 
test methodologies will likely be mandated to probe the ethical and 
legal compliance of AI behaviors beyond functional correctness. 

Need for new T&E methodologies. The advent of AI-augmented, 
software-reliant systems is stretching the limits of traditional T&E 
methods and necessitating innovative approaches. One clear need 
is for operationally realistic scenario-based and simulation-based 
testing at scale. As discussed above, generative AI itself can assist 
by creating rich test scenarios and synthetic environments, but the 
test community must develop frameworks to integrate these AI-
generated artifacts into test plans.  

Methods like Monte Carlo testing (running thousands of random-
ized scenario simulations) can help assess the distribution of AI 
outcomes and identify rare failure cases. Likewise, high-fidelity 
simulations of the operational context paired with AI scenario gen-
eration can allow testers to examine system behavior in conditions 
that may be too costly or dangerous to reproduce live.  

Another methodological shift involves incorporating adversarial 
testing (i.e., red teaming) as a standard part of AI evaluation. Red 
teaming involves stress-testing AI-augmented systems by simulat-
ing real-world attacks to identify vulnerabilities before malicious 
actors can exploit them.  For example, a red team might test an 
LLM–powered chatbot for susceptibility to malicious prompts that 
induce disallowed behavior or test a vision AI with specially crafted 
images designed to fool it.  

AI models are susceptible to adversarial manipulation, data poison-
ing, and privacy attacks. Through adversarial testing, red teaming 
helps improve the resilience of AI models against threats like mem-
bership inference attacks, and model extraction, which pose signif-
icant risks to privacy and data integrity [21]. These techniques, 
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common in cybersecurity, are becoming essential in AI safety test-
ing to ensure models cannot be easily tricked or subverted.  

In addition, there is a growing need for explainability and transpar-
ency in testing. These test methods seek to inspect and explain the 
AI’s decision process. Techniques from the AI research commu-
nity, such as saliency maps for neural networks or logic extraction 
from models, could be adapted into testing procedures so that eval-
uators can verify why an AI made certain decisions, not just what 
decisions it made. These techniques are particularly important for 
debugging and building trust with stakeholders (including regula-
tors) that the AI is making reasonable inferences.  

Finally, given the continuous-learning nature of some AI, the T&E 
community should adopt a more continuous assessment model ra-
ther than one-time certification. This approach involves ongoing 
monitoring of AI performance in operations, automated re-testing 
when models are updated, and periodic re-validation throughout the 
system’s life [16]. In summary, to adequately assess AI-augmented 
systems, T&E professionals must expand their toolkits to employ 
techniques from data science, statistics, security testing, and human 
factors to cover the new dimensions of quality introduced by AI. 

4. Recommendations for Advancing AI Test & 
Evaluation 

Addressing the challenges described in Sections 2 and 3 above to 
fully leverage AI’s benefits for T&E requires a concerted effort in 
research, policy, and cross-disciplinary collaboration. This section 
presents our recommendations for refining T&E strategies to better 
support AI-augmented workflows. 

Invest in specialized AI T&E research. Stakeholders should sup-
port research into new verification and validation techniques tai-
lored for AI. This research includes developing metrics for qualities 
like AI fairness, explainability, and uncertainty quantification, as 
well as tools to automatically detect issues like hallucinations or 
concept drift in models. Research efforts could explore formal 
methods or model-checking for machine learning, improved meth-
ods for generating adversarial test cases, and techniques for vali-
dating AI-augmented systems that learn and adapt over time. By 
advancing the science of AI testing, we can enable more rigorous 
and scalable evaluation processes. 

Enhance workforce training and education. The introduction of 
AI into the SDLC means that test engineers and developers need to 
master new skills. Organizations should provide training on AI fun-
damentals, data science, and how to effectively use AI tools in 
T&E. As individuals become more familiar with using AI, they will 
learn about its strengths and weaknesses, informing how to better 
test AI. Building this expertise will help teams avoid the misuse of 
AI and better understand its outputs. Training should also include 
key test considerations emphasizing the critical review of AI re-
sults. By upskilling the T&E workforce, organizations ensure that 
humans remain firmly in the loop, ready to interpret AI results and 
intervene when something seems off. 

Foster multi-stakeholder collaboration. Effective T&E for AI-
augmented systems requires tighter collaboration between software 
engineers, AI model developers, testers, and end-users, as well as 
oversight and regulatory organizations. Creating forums and work-
ing groups that bring together stakeholders can accelerate learning 

and consensus on best practices. For example, involving domain 
experts and end-users (such as doctors in healthcare systems) in the 
test design phase can ensure that operationally relevant scenarios 
and criteria are used. Conversely, having test and safety experts 
participate early in the development of AI models can guide devel-
opers to build with testability and transparency in mind.  

On a larger scale, collaboration could take the form of joint research 
initiatives between government, academia, and industry to create 
open datasets and open-source tools for AI T&E, or cross-organi-
zation challenge problems to benchmark AI test techniques. Shar-
ing lessons learned, including test cases where AI failed and how 
issues were fixed, will be vital so that the community can collec-
tively progress. 

Establish standards and guidelines for AI T&E. Given the novelty 
of AI in conventional software-reliant systems, there is a need to 
develop standardized frameworks and guidance for T&E. Govern-
ment agencies and professional bodies should work on creating 
T&E protocols that address AI-specific aspects. This work should 
include standard definitions for levels of AI autonomy and the cor-
responding test requirements, guidelines on the minimum testing 
needed for deploying an AI-augmented system in safety-critical 
roles, or checklists for ethical risk assessment during T&E.  

The development of an AI T&E practices drawing from frame-
works like the NIST AI Risk Management Framework and DoD’s 
AI principles can also help practitioners navigate the evaluation 
process. Standardized test suites and benchmarks for different clas-
ses of AI (e.g., computer vision, language, and decision-making 
systems) could also provide baselines for comparison and improve-
ment. By formalizing such standards, organizations will have 
clearer targets for what adequate testing entails. 

Integrate continuous monitoring and feedback mechanisms., 
T&E should be developed as an ongoing activity across the lifecy-
cle of AI-augmented systems, not a one-time “rite of passage” to 
full-rate production decisions and/or operational fielding. Moreo-
ver, after an AI-augmented system is fielded, mechanisms should 
be in place to monitor its performance and collect operational data, 
which can feed back into updates or improvements. If the system’s 
environment or requirements change, the AI will likely need re-
testing or re-training.  

Organizations should also institute periodic audit cycles for AI to 
ensure it remains within acceptable bounds. For example, an AI 
model’s accuracy and bias using new data should be conducted pe-
riodically. In mission- and safety-critical applications, real-time 
monitoring dashboards can track AI outputs for anomalies (e.g., a 
sudden spike in error rates) and alert operators or trigger fallbacks.  

By coupling deployment with a “test-as-you-go” philosophy, any 
degradation in AI performance can be caught early and corrected. 
This continuous evaluation aligns with the concept of “campaigns 
of learning” in deployment, wherein each use of the AI provides 
data to refine its future performance [7]. Such feedback loops will 
be essential as AI-augmented systems operate over long durations 
or interact with changing adversarial behaviors. 

5. Concluding Remarks 
Generative AI is poised to revolutionize not only how we develop 
software, but also how we conduct software test and evaluation. It 
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has the potential to enable faster prototyping, more exhaustive test-
ing, and continuous quality assurance, which can significantly im-
prove software reliability and time-to-deployment. However, the 
same technology introduces a new realm of complexity in ensuring 
that AI-augmented systems are trustworthy, unbiased, and compli-
ant with requirements and policies. The performance evaluation of 
AI-augmented systems must expand beyond correctness to include 
issues like bias, robustness, and uncertainty.  

This paper highlighted both the opportunities (e.g., automation, 
continuous testing, and smarter test design) and the challenges 
(e.g., independent AI evaluation, hallucinations, and validation 
complexity) that generative AI brings to T&E. Key concerns like 
reliability and ethical compliance demand attention, but they are 
surmountable with concerted effort in developing new test methods 
and collaboration across the AI and testing communities.  

Moving forward, organizations should champion research, educa-
tion, and partnerships that strengthen our collective ability to test 
AI-augmented systems rigorously. By doing so, we ensure that as 
software engineering enters this AI-augmented era, our verification 
and validation practices evolve in tandem, thereby ensuring that AI-
augmented, software-reliant systems are not only innovative and 
efficient, but also safe, fair, and dependable for all users. 
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