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Abstract
The assessment of programming assignments in computer science
(CS) education traditionally relies on manual grading, which strives
to provide comprehensive feedback on correctness, style, efficiency,
and other software quality attributes. As class sizes increase, how-
ever, it is hard to provide detailed feedback consistently, especially
when multiple assessors are required to handle a larger number of
assignment submissions. Large Language Models (LLMs), such as
ChatGPT, Claude, and Gemini, offer a promising alternative to help
automate this assessment process in a consistent, scalable, and fair
manner.

This paper explores the efficacy of ChatGPT-4 and other popu-
lar LLMs in automating programming assignment assessment. We
conduct a series of studies within multiple Java-based CS courses
at Vanderbilt University, comparing LLM-generated assessments to
those produced by human graders. The analysis focuses on key met-
rics, such as accuracy, precision, recall, efficiency, and consistency,
to identify programming mistakes based on predefined rubrics. Our
findings demonstrate that LLMs improve grading objectivity and
efficiency with appropriate prompt engineering and feature selec-
tion, serving as a valuable complementary tool to human graders
in undergraduate and graduate CS education.

CCS Concepts
• Software and its engineering → Software maintenance tools; •
Applied computing→ Computer-assisted instruction.
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1 Introduction
Motivating the need for more effective and scalable CS pro-
gram assessment tools. The assessment of programming assign-
ments in CS education traditionally demands substantial time and
effort from instructors and graders. As CS class sizes continue to
grow, this process becomes increasingly hard due to the risk of
human error and subjectivity [29]. These issues are exacerbated
when multiple graders are involved, leading to inconsistencies
known as the inter-rater reliability problem [10, 29]. To address
these challenges—and to improve the efficiency and objectivity of
programming assessment—this paper investigates the potential of
LLMs to automate and enhance the evaluation of student programs.

Conversational LLMs such as ChatGPT-4 [26] have demonstrated
promising capabilities in diverse domains, including code genera-
tion and analysis [42]. These LLMs are particularly valuable when
human expertise and AI tools can collaborate to address software-
related challenges more efficiently and reliably [8, 41]. Such ad-
vances are increasingly applicable to educational contexts, particu-
larly in fields where automated or assisted analysis of textual and
programming content is beneficial [27, 34, 36].

To manage the challenges posed by large-scale classes, auto-
mated grading tools are commonly employed to assess various
aspects of programming assignments. These tools often behave
similarly to unit and integration test suites, focusing on functional
correctness [7, 9, 29]. However, conventional auto-graders are inher-
ently limited in their ability to evaluate other critical software qual-
ity attributes, such as coding style, efficiency, and broader software
engineering principles like modularity, readability, and maintain-
ability. Moreover, their reliance on strict structures may constrain
student creativity, forcing submissions into overly rigid frameworks
and pre-provided code “skeletons.”

To complement functional assessments, “linter” tools are often
used to enforce style guides and encourage the application of soft-
ware engineering best practices [16]. However, conventional linters
have notable limitations. For example, they do not holistically assess
documentation quality, code readability, or stylistic coherence.

In contrast, LLMs offer a more versatile and qualitative approach
to programming assessment, capable of evaluating functionality,
coding style, efficiency, and other quality attributes in an automated
and scalable manner. More broadly, the integration of generative AI
tools into CS education has the potential to revolutionize pedagogi-
cal practices. For example, LLMs can provide personalized, adaptive
feedback that goes beyond the capabilities of conventional auto-
graders and test suites, fostering enhanced learning experiences
for students [3, 7, 9, 29].
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Solution approach→TheGreAIter LLM-based auto-grading
tool. To evaluate the effectiveness of generative AI at helping hu-
man graders locate faults and generate accurate/meaningful feed-
back for students in CS courses, we developed an LLM-based auto-
grading tool known as “GreAIter.” GreAIter converses effectively
with ChatGPT-4 and other LLMs via prompts [42], which are nat-
ural language instructions provided to an LLM that customize it
and/or enhance/refine its capabilities, thereby influencing its be-
havior. In turn, these prompts are guided by prompt patterns [41],
which are a structured means of programming LLMs guided by
experience [40, 44] with applying LLMs effectively.

This paper presents the results of case studies that applied GreAIter
in the following CS courses:

• Parallel Functional Programming (https://www.dre.va
nderbilt.edu/~schmidt/cs253, which focuses on modern Java
parallel streams and reactive programming assignments in
Java,

• Scalable Microservices (https://www.dre.vanderbilt.edu
/~schmidt/cs891), which focuses on modern Java reactive
concurrency assignments in Java and the Spring WebMVC
and WebFlux frameworks, and

• Programming and Problem Solving (https://as.vanderb
ilt.edu/advising/caspar/academics/computer_science.php),
which is an introductory CS1 [14] course that uses Java.

These case studies explore applying GreAIter to assess and grade
programming assignments via a semi-automated grading methodol-
ogy using ChatGPT-4 and other LLMs that supplement and enhance
conventional auto-graders and traditional manual grading and code
analysis.

GreAIter defines rubrics via JSON with specific grading crite-
ria and communicates this method to LLMs. For each criterion
contained in the rubric, GreAIter instructs the LLM to

(1) Output the code from each student submission that is rel-
evant to that criterion along with a grade of “correct” or
“incorrect” and then

(2) Compile a summary of all mistakes made by each student
and outputs suggested feedback for students based on their
submission and the mistakes therein.

The results of this assessment are reviewed by human graders to
produce the final grade, thereby yielding an efficient, accurate, and
fair grade by collaborating between humans and GreAIter.

To evaluate our approach, we analyzed GreAIter’s performance
in assessing programming assignments and compared its results
with human graders. Specifically, we measured GreAIter’s accuracy
and efficiency in assessing student submissions using predefined
rubrics. To identify limitations, we examined GreAIter’s false posi-
tive and negative rates using precision and recall metrics. This anal-
ysis pinpointed GreAIter’s shortcomings and evaluated its potential
for automating the workflow of grading programming assignments.

We also investigated GreAIter’s grading effort reductions and
identified student mistakes it detected that human graders over-
looked initially. This analysis highlighted the improvements en-
abled by AI-assisted grading and the common pedagogical over-
sights made by human graders in code evaluation. To ensure our
approach generalized, we extended our evaluation to multiple LLMs
to determine if GreAIter’s effectiveness was LLM-specific.

This paper makes the following contributions to the field of
AI-assisted programming assignment assessment:

• Empirical evidence demonstrating the utility of LLMs as tools
for assisting in the assessment of programming assignments
across both introductory and advanced computer science
topics.

• Insights into the accuracy and effectiveness of LLMs in ed-
ucation, laying the groundwork for broader adoption of AI-
assisted grading and further advances in this field.

This work builds upon our prior workshop publication [13],
extending its scope and rigor in several key aspects:

• We generalize our original methodology to encompass a
broader range of Java-based courses and LLMs, thereby en-
hancing the applicability and robustness of our findings.

• We include a detailed evaluation in a CS1 course, a foun-
dational component of computer science education [14], to
(1) demonstrate the efficacy of our approach in a critical
and widely relevant context and (2) provide new insights
into common human grading errors in CS1 and show how
GreAIter mitigates these issues.

• We refine our assessment of GreAIter’s intra-model consis-
tency and repeatability, offering a more comprehensive anal-
ysis of its reliability.

• We expand the discussion and interpretation of our results,
providing deeper insights and more robust conclusions re-
garding the role of AI-assisted grading in CS education.

Paper organization. The remainder of this paper is organized
as follows: Section 2 describes our methodology, encompassing
the design of our GreAIter auto-grading tool and the prompting
strategies used to achieve our results; Section 3 explains the experi-
ment we designed to assess the performance of our methodology in
grading programming assignments in our three courses; Section 4
evaluates the results of our GreAIter grading tool using ChatGPT-4
and other popular LLMs; Section 5 explores the limitations and
threats to the validity of our work; Section 6 compares our research
with related work on AI-assisted programming assignment evalu-
ation; and Section 7 presents lessons learned from our study and
outlines future work.

2 Study Methodology
GreAIter is an LLM-based auto-grading tool that leverages advanced
prompt engineering techniques and whose operation is supervised
by human graders to ensure reliability and accuracy. This section
describes the methodology underlying GreAIter and outlines the
ethical considerations employed in this study.We adopt the method-
ology from our earlier workshop publication [13] and gather addi-
tional data following this methodology to compare directly with
data collected earlier (Section 3 explains the additional courses,
LLMs, and metrics we consider).

2.1 Overview of GreAIter and our AI-assisted
Grading Process

Figure 1 depicts the steps involved in the GreAIter grading process,
which begins with a student submission (1) and the evaluation
rubric being input (2) into an LLM. This LLM then conducts an in-
termediate analysis (3) consisting of a detailed evaluation for each
criterion in the rubric. The LLM then summarizes its assessment

https://www.dre.vanderbilt.edu/~schmidt/cs253
https://www.dre.vanderbilt.edu/~schmidt/cs253
https://www.dre.vanderbilt.edu/~schmidt/cs891
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Figure 1: GreAIter’s AI-Assisted Grading Process.

and a human grader reviews the output (4), verifying and adjust-
ing the LLM’s evaluations as needed. The final output from the
human grader (5) consists of a binary grade (i.e., pass/fail) for each
criterion in the rubric, indicating the performance of the student’s
programming assignment submission against each criterion. This
binary grade format was used for ease of calculating our evaluation
metrics. In practice, however, the human grader does not need to
be limited by this output structure and would be free to interpret
the LLM’s grade and student feedback in the way that best fits the
course.

GreAIter bridges generative AI and education by helping instruc-
tors use LLMs to assess student work efficiently and objectively,
aligning its outputs with human grading via rubric-based automa-
tion. It leverages rubric-based evaluation [17], where each criterion
is clearly defined via a structured format. This format provides an
LLM with the parameters needed to assess student submissions and
ensure consistency across multiple evaluations, helping alleviate
the inter-rater reliability problem [10].

Although GreAIter contains no features specific to a given pro-
gramming assignment, we recommend certain steps when integrat-
ing it into a CS course.1 For example, a reliable and structured rubric
is needed for effective results. ChatGPT-4 has been shown [45] as
an adequate prompt engineer proxy, so we leveraged it to gener-
ate rubrics used by GreAIter to prompt the LLMs.2 In particular,
ChatGPT-4 can generate a usable rubric given a (1) list of potential
mistakes, (2) an “answer key” (i.e., the desired Java assignment so-
lution), and (3) the JSON shown in Figure 2. We used this approach
to generate rubrics for our experiments, while manually verifying
each rubric criterion ChatGPT-4 outputs to ensure the quality of its
description, as well as correct and incorrect examples. The rubrics
given to GreAIter were produced by converting the original course
rubrics and answer keys to the JSON shown above.

1GreAIter is available to instructors of CS programming courses upon request. See
Section 8
2We use ChatGPT-4 to refine our prompts, though other LLMs can perform these tasks.

Figure 2: Example JSON that GreAIter Provides as a Rubric
to the LLM.

Initial tests showed ChatGPT-4 sometimes generated flawed
code for incorrect examples in rubric criteria that didn’t match
the types of mistakes students actually made. For example, we
instructed ChatGPT-4 to ensure students use Java method refer-
ences rather than lambda expressions, so a good solution might
be “.map(this::aMethod),” whereas ChatGPT-4 would generate
“.map(item -> { })” instead of “map(item -> aMethod(item)),”
which is semantically equivalent to the correct answer.We therefore
provided examples of incorrect code via prompts to generate these
rubrics and verified incorrect examples to ensure they exhibited
realistic mistaken behaviors.

2.2 Prompt Engineering and Human-AI
Collaboration

While GreAIter can operate fully autonomously, we applied a semi-
autonomous method due to limitations with conventional LLMs [6,
40–42]. Despite their advanced capabilities, LLMs can generate er-
rors (referred to as “hallucinations”), where they confidently assert
inaccurate or nonsensical information [6]. This tendency is prob-
lematic for educational assessments, where the stakes of incorrect
evaluations are high since they may impact a student’s learning
trajectory and academic record.

Given a programming assignment and rubric, GreAIter gener-
ated feedback for human graders to review. As a final sanity check,
human graders then manually checked the relevant segment(s) of
student code identified by GreAIter to verify that issues it flagged
were indeed mistakes (rather than false positives). In practice, hu-
man graders inspect and score each student appropriately and
review GreAIter’s feedback before returning results to students via
a FERPA-compliant course website or classroom code repository.

Integrating a human-in-the-loop introduced a crucial verifica-
tion step. Human graders review the AI-generated assessments,
ensuring the final output’s reliability. This safeguard reinforces the
educational value of the grading process. Human grader oversight
ensures that feedback is pedagogically appropriate and contextually
relevant to student learning needs.

Our semi-automated approach also aligns with ethical guide-
lines [15], promoting responsible AI use by mitigating risks asso-
ciated with unverified autonomous AI operation in high-stakes
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application domains, such as primary, secondary, and higher edu-
cation. Our approach respects the sophistication of the AI while
prudently managing its limitations and balancing the efficiency of
automation without foregoing the expertise of humans. The result
is a hybrid model that aims for high-quality, scalable assessment
mechanisms that educators and students alike can rely upon.

GreAIter’s functionality stems from prompt engineering [41],
which is the intentional design of prompts that guide LLMs in per-
forming their tasks. Prompts for GreAIter are crafted carefully to
elicit specific behaviors from the LLM, enabling it to understand
and apply grading rubrics accurately. We encoded the rubrics using
JSON (as shown in Figure 2) since LLMs handle this format accu-
rately. Each rubric was defined as a JSON array, where each element
contained an object representing a rubric criterion. Each rubric cri-
terion contained entries for the criterion’s title, description, and a
correct and incorrect example.

The following prompt instructed the LLM how to use this rubric:
You are a grader for the [course name] course taught
in Java. I will give you a JSON rubric and student Java
code. For each item in the rubric, you will first output
the method in the student’s code that is relevant to
that item and then you will output a score of “correct”
or “incorrect”. Alternative answers to the correct code
are permissible if they have the same functionality
and do not apply poor Java style conventions.

The rubric and the student’s code followed this prompt. The next
prompt instructed the LLM to compile a comprehensive summary
of errors or misalignments with rubric expectations, along with
suggested feedback for the student based on their specific mistakes.

This sequence of prompts forced the LLM to consider each in-
dividual criterion in the rubric. A chain-of-thought3 prompting
strategy was then employed by instructing the LLM to output the
relevant code before making a judgment about its correctness. This
process helped minimize LLMs’ tendencies to hallucinate, skip
rubric criteria, and/or consider irrelevant parts of student code.

During this study, we found it was crucial to include both correct
and incorrect examples in the rubric since it enabled few-shot learn-
ing[23] that trains an LLM from only a few examples. Few-shot
learning typically performs better than for a 0-shot approach [39]
by providing context, clarifing edge cases, and alleviating poten-
tially ambiguous instructions. Likewise, these examples aided the
LLM in providing specific feedback to students by comparing their
solutions with the desired solution.

2.3 Assessment Process and Ethical
Considerations

GreAIter’s assessment process began with an LLM receiving each
student’s code and the associated rubric via our prompts, as shown
by step (1) in Figure 1. The LLM then systematically evaluated
the code, criterion-by-criterion, referencing specific code segments
from the student’s submission as evidence for its assessments. Our
prompts were designed to ensure that the LLM’s evaluation was
not merely keyword-based but contextually rooted in the logic and
syntax required by the rubric.

3Chain-of-thought prompting [40] instructs an LLM to explain its “thought process”
before giving an answer to improve answer quality.

Our experiments obtained IRB approval for use of student data,
which was de-identified prior to any contact with any LLM. In
addition, we used a university-hosted private Azure instance of
each LLM to minimize the risks of data leaks. Assignments were
passed to this private instance via an API similar to the OpenAI API
and the LLM was instructed to grade each criterion in the given
rubric as it applied to each student’s code.

After GreAIter completed assessing each criterion, it aggregated
individual assessments into a final summary. This summary con-
veyed areas where the student excelled and areas that required
further improvement. This summary also provided a foundational
tool for human graders to either validate the results of GreAIter’s
grading process or provide additional insights where necessary.

To ensure assessment integrity, the outputs generated byGreAIter
were cross-examined by human graders. This hybrid approach fine-
tuned the assessment process and established a comprehensive
feedback system that benefited student learning experiences [5, 31].
Our goal was to harness the computational precision and scalability
of LLMs while retaining the nuanced judgment of humans, striving
for an equilibrium that augmented the grading process within our
university and similar educational environments.

3 Experiment Design and Evaluation
To evaluate our methodology described in Section 2, we designed an
experiment to empirically determine how well GreAIter performed
in its assessment of student assignments. This experiment evaluated
the performance of our GreAIter automated code assessor against
human graders in terms of accuracy, efficiency, and objectivity. The
experimental setup described in this section measured the efficacy
of GreAIter by comparing its assessment outcomes to those of
experienced human graders.

Assignments and student submissions for this experiment were
obtained from the following three courses at our institution, all
taught in Java, but varying in assignment size and topics covered:

• The Parallel Functional Programming course consisted
of 26 undergraduate and graduate students in the fall semes-
ter of 2023 and had four assignments covering functional
paradigms in Java, as well as topics in parallel and asynchro-
nous programming.

• The Scalable Microservices course consisted of 44 under-
graduate and graduate students in the spring semester of
2024 and had two assignments covering efficient network-
ing, database querying, and data processing in microservice
environments using Java’s Spring frameworks.

• The Programming and Problem Solving course consisted
of 168 undergraduate students in the spring of 2024. We
evaluate nine assignments covering topics like Java structures
and syntax, handling I/O, and basic problem solving.

For each assignment, every student submission was graded using
our semi-automated approach and student mistakes identified by
GreAIter were recorded. We initially intended to use final student
grades on the assignments as the “ground-truth” human-graded
benchmark and compare them to GreAIter’s output for the same
student assignments. However, since each assignment was graded
using our semi-automated approach, we encountered instances
where human graders missed student mistakes. We thus recorded
these human grader mistakes and used the corrected scores as
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ground-truth for comparison. Our experiment considered the fol-
lowing three research questions:
RQ1: Performance. Can GreAIter perform correctly by identi-

fying mistakes in student program submissions?
RQ2: Efficiency. What is the reduction in the amount of manual

grading that must be done when using GreAIter compared
against traditional manual grading?

RQ3: Consistency. How consistent is GreAIter across multiple
grading attempts of the same programming assignments?

Section 4 discusses our recommendations for integratingGreAIter
as a semi-automated grader in CS classes. For this experiment, how-
ever, we assessed GreAIter’s performance in isolation to provide
evidence for our recommendation, except where we considered
the time saved by our methodology compared with conventional
manual grading. While GreAIter could fully automate grading, we
designed the experiments described below to identify GreAIter’s
failure modes, evaluate its efficacy, and determine how its output
can be verified in an AI-assisted grader process. Unless otherwise
specified, these results applied ChatGPT-4 as our subject LLM (ex-
periments involving other LLMs can be found in Section 3.3).

3.1 RQ1: Performance
Building upon the experimental design described above, we used
three performance metrics to evaluate GreAIter rigorously.

3.1.1 Accuracy. GreAIter’s accuracy was quantified as the percent-
age of student mistakes (i.e., missed rubric criteria) correctly identi-
fied by GreAIter in alignment with the ground-truth grades. High
accuracy results helped validate GreAIter as a reliable evaluator of
code quality and correctness. In turn, this motivated its integration
into the grading process to reduce the grading load on instructors
and graders, while maintaining high assessment standards.

3.1.2 Precision. GreAIter’s precision was quantified as the extent
to which it incorrectly marked a correct code segment as erroneous.
High precision indicated GreAIter rarely marked correct code as
erroneous, preventing undue penalties on students and minimizing
human oversight. High precision also indicated GreAIter’s meticu-
lousness, ensuring its feedbackwas constructive and based on actual
student errors, thus building student trust in its assessment. While
poor precision impacts GreAIter’s ability to operate autonomously
in isolation, this problem can be mitigated with more human grader
intervention in the overall GreAIter assessment process.

3.1.3 Recall. GreAIter’s recall was quantified as its ability to iden-
tify all incorrect code present. A high recall rate indicated GreAIter
could effectively detect most—if not all—errors in student submis-
sions, which is critical because identifying mistakes demonstrates
its ability to assist human graders. In contrast, a low recall rate
would require so much human oversight that GreAIter would not ac-
celerate assessments significantly as class sizes increase. GreAIter’s
ability to provide comprehensive feedback for educational purposes
would be enhanced if it exhibited high recall, i.e., if it consistently
identified mistakes that human graders could be verified quickly.

3.1.4 Summary of Performance Metrics. A summary of results for
GreAIter’s performance metrics is shown in Table 1, which depicts
the results of our AI grading methodology versus human graders,

Table 1: GreAIter Performance Metrics.
Accuracy, Precision, and Recall are depicted as percentages.

Assign. TP FP TN FN Sum Acc. Prec. Rec.
PFP1 15 32 811 0 858 96.27 31.91 100
PFP2 29 16 345 0 390 95.90 64.44 100
PFP3 4 0 698 0 702 100 100 100
PFP4 6 4 510 0 520 99.23 60.00 100
SM1 103 29 1,144 0 1,276 97.73 78.03 100
SM2 10 13 391 0 414 96.86 43.48 100

P&PS1 48 7 1,289 0 1,344 99.48 87.27 100
P&PS2 63 9 1,248 0 1,320 99.32 87.50 100
P&PS3 99 11 2,695 0 2,805 99.61 90.00 100
P&PS4 59 35 2,530 0 2,624 98.67 62.77 100
P&PS5 126 24 1,969 0 2,119 98.87 84.00 100
P&PS6 145 43 2,947 0 3,135 98.63 77.13 100
P&PS7 116 94 2,190 0 2,400 96.07 55.24 100
P&PS8 56 29 1,056 0 1,141 97.46 65.88 100
P&PS9 93 46 988 0 1,127 95.92 66.91 100
Total 972 392 20,811 0 22,175 98.23 71.26 100

broken down by course and assignment. We use abbreviations
for course titles: PFP stands for Parallel Functional Programming,
SM stands for Scalable Microservices, and P&PS stands for Pro-
gramming and Problem Solving (the introductory CS1 course). The
aggregated results are displayed in the final bolded row.

We benchmarked GreAIter’s performance against the corrected
original grades for each course, yielding the following results:

• True Positives (TP): 4.38% - The percentage of instances
where GreAIter correctly identified errors that were also
recognized by the TA grader.

• False Positives (FP): 1.77% - The percentage of instances
where GreAIter marked correct code segments as erroneous.

• True Negatives (TN): 93.85% - The percentage of instances
where GreAIter correctly identified correct code segments,
aligning with the TA grader’s assessments.

• False Negatives (FN): 0% - The percentage of instances
where GreAIter marked erroneous code segments as correct.

• Accuracy (Acc.): 98.23% - The proportion of correct assess-
ments made for all grading decisions.

Minimizing false positives and false negatives is a crucial aspect
of ensuring fair and constructive feedback. The precision and recall
of GreAIter reflect its ability in these regards, as follows:

• Precision (Prec.): 71.26% - GreAIter’s ability to correctly
identify student mistakes without over-penalizing correct
aspects of their submissions.

• Recall (Rec.): 100% - The comprehensiveness of GreAIter
in detecting errors present in the student submissions.

These results show that GreAIter can enable human graders of
programming assignments to catch additional mistakes they might
miss otherwise. In particular, graders in the CS1 course (Program-
ming and Problem Solving) often missed mistakes, likely because
they were less experienced undergraduate students, who may also
be overworked considering the high number of students in this
class. While testing GreAIter to obtain our performance metrics,
we found 519 mistakes that were missed by the original human
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graders. These mistakes are broken down by topic in Table 2 to
inform pedagogical research about this problem.
Table 2: Mistakes Missed by Human Graders in P&PS (CS1)

Type Comments Constants Readability
Count 355 24 54
Type Variable Naming Modularity Functionality
Count 31 30 25

Specifically, these topics refer to poorly descriptive or missing
comments, misuse of constants, misuse of whitespace or other
readability concerns, poorly descriptive variable names, poor mod-
ularity among methods (i.e., placing all code in the main method
or creating several nearly identical methods without appropriate
code reuse), and general mistakes in code functionality. While code
functionality mistakes can be resolved via unit tests, these mistakes
constitute edge cases that testing did not account for (e.g., one sub-
mission used System.exit() to exit a loop, which halts the entire
program).

These types of mistakes show that the original human graders
for the P&PS course achieved an accuracy of 97.12%, which is
1.11% lower than GreAIter without human oversight. Since GreAIter
caught the mistakes made by human graders in the P&PS course,
we conclude that human graders using GreAIter in CS1 courses will
be more accurate, as well as expending less effort when compared
to strictly manual grading.

3.1.5 Analysis of Performance Metric Results. The results of apply-
ing our semi-automated GreAIter tool yielded several observations.
Our high overall accuracy rate indicates a strong foundational reli-
ability of ChatGPT-4 in evaluating Java programming assignments.
Interestingly, the seemingly low true positive rate of 4.38% indi-
cates we had somewhat skewed data, with considerably more true
negatives than true positives. This result is not unexpected, how-
ever, since student grades on programming assignments in these
courses tended to average over 90%. Nevertheless, it does render our
true positive rate somewhat meaningless, so we focus on accuracy,
precision, and recall instead.

A precision of 71.26% indicates a tendency towards false posi-
tives, where GreAIter incorrectly marks valid code as erroneous.
Although GreAIter is thorough, it may be overly critical or prone
to hallucinations, i.e., perceiving errors that are not there. More
optimistically, GreAIter exhibited perfect recall in this experiment,
as it never missed a mistake made by a student.

Overall, these results suggest that while GreAIter shows promise
in terms of high accuracy and recall, it should be managed carefully
due to its propensity for false positives. The strong recall indicates
that GreAIter can serve as an effective initial filter in identifying
potential errors in student submissions, potentially even improving
upon human grader accuracy. However, GreAIter’s precision under-
scores the necessity of human oversight to confirm LLM findings
and to provide the final judgment on the student’s work, which
substantiates our focus on a semi-automated grading approach.

3.2 RQ2: Efficiency
To address the second research question, we focused on evaluating
the efficiency of GreAIter’s LLM-based grading system compared

to traditional manual grading methods. We defined efficiency as (1)
the time investment required for grading, (2) the number of rubric
criteria a grader must assess, and (3) the volume of code that must
be reviewed for each submission. We summarize the results of these
experiments in Table 3, which shows the reduction in time to grade,

Table 3: Time and Effort Reductions Achieved by GreAIter

Class Time Rubric Criteria Code Volume (SLOC)

PFP 82.59% 95.71% 96.37%
SM 78.84% 90.83% 96.55%
P&PS 52.36% 93.48% 91.75%
Total 75.82% 93.85% 93.21%

as well as the reduction in rubric criteria and source lines of code
to check. We show the reductions for each course individually and
the broader results since these three different courses cover a range
of topics and project sizes.

3.2.1 Time Investment. Based on our experience applying GreAIter
throughout our experiments, we found that its semi-automated
grading process was notably faster than manual grading. In partic-
ular, we observed that GreAIter’s runtime averaged 51 seconds per
student submission due largely to the request latency of our API.
However, GreAIter could simultaneously assess all submissions for
a given assignment, so it could run as a background process while
human grader(s) reviewed the results. The runtime of GreAIter thus
had a negligible effect on overall grading efficiency.

The time needed to grade each submission is a critical measure
of efficiency. We tracked the duration it took our semi-automated
GreAIter method to complete the grading process for all student
submissions in a given assignment and calculated the time to grade
a single student submission averaged over all assignments. Our
observations indicated that GreAIter substantially reduced the time
required per submission, i.e., the average time taken by a human
grader using GreAIter for a single student submission was roughly
87 seconds.

For comparison, we measured the time needed to grade 10 stu-
dent submissions manually for each assignment to calculate the
average time needed to grade each assignment without AI assis-
tance. This task was performed independently by two researchers
without overlapping assignments, so 20 submissions were graded
for each assignment to mitigate concerns regarding a single subjec-
tive grader’s experience and skill. These assignments were chosen
via random stratified sampling based on the students’ final cor-
rected grades on the assignment to ensure that the subset was
representative of the overall set.

In contrast to the GreAIter-based approach, the manual graders
spent an average of ∼360 seconds (i.e., ∼6 minutes) per submission.
GreAIter thus reduced overall grading time by ∼75.82%, highlight-
ing its ability to accelerate grading efficiency in educational set-
tings. This increased efficiency is more pronounced in much larger
CS classes requiring multiple human graders and also addresses
the inter-rater reliability problems arising with multiple human
graders.

3.2.2 Number of Rubric Criteria. Another dimension of efficiency
we investigated was the number of rubric criteria a grader must
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check. In the traditional manual method, each grader must assess
each criterion for every submission. In contrast, GreAIter’s ability
to identify correct code segments quickly reduced the number of
criteria requiring detailed human review.

We quantified the average number of rubric criteria the human
grader had to assess in-depth for each submission compared to
those GreAIter flagged for further review. Our findings showed
that a human grader using GreAIter only needed to review roughly
0.8 rubric criteria per student submission on average, which was
substantially less than the average of 13 criteria for the human
grader alone. Overall, this result constituted a substantial decrease
of 93.85% due to GreAIter’s high recall, low false negatives, and
high true negatives.

3.2.3 Volume of Code. Finally, we evaluated efficiency in terms of
the total number of lines of code a human grader needed to check
to grade a submission. GreAIter’s capability to target relevant code
segments precisely for each rubric criterion reduced the overall
volume of code that needs in-depth review, due to its ability to
locate the relevant Java method to each rubric criterion within
student code. GreAIter thus only needed to check Java methods
that an LLM highlighted as relevant to a rubric criterion that a
student missed.

We conclude that a human grader without AI assistance must
review nearly every line of code in a submission. In contrast, a
human grader using GreAIter only needs to check the Java method
identified as having a defect. We therefore compared the average
number of lines of code requiring review (under this assumption)
per submission by a grader with and without GreAIter.

In this experiment we counted Source Lines of Code (SLOC) for
comparison, i.e., lines of code not including blank lines, comments,
and imports [25].4 Overall, GreAIter required a grader to review an
average of 7.2 lines of code per student submission. In contrast, a
grader without AI assistance needed to review an average of 106
lines of code, constituting a 93.21% decrease in volume for GreAIter.

Our experiment results indicate a substantial improvement in
grading efficiency when using ChatGPT-4 as the LLM for GreAIter.
Grading workload dropped significantly thanks to GreAIter’s faster
review times, fewer rubric criteria needing deep evaluation, and less
code to inspect per submission. Moreover, this efficiency increase
does not degrade grading quality since GreAIter still adhered to our
rubric grading standards. By freeing up time and effort, moreover,
human graders using GreAIter focused more on providing quality
feedback, engaging in interactive teaching, and developing better
course content, thereby enriching the overall student educational
experience.

3.3 RQ3: Consistency
To assess GreAIter’s reliability, we implemented a repeatability test
that measured its consistency over time. We defined consistency as
GreAIter’s ability to produce the same results when presented with
the same inputs under similar conditions. This ability is vital for
its deployment in educational settings and ensures that GreAIter
grades fairly between submissions.

4We exclude imports because the imports for these assignments were given to students,
and were thus not considered while grading.

3.3.1 Intraclass Correlation Coefficient Metric. The primary metric
for success in our repeatability test is the Intraclass Correlation
Coefficient (ICC) [20]. Specifically, we use McGraw and Wong’s
two-way random effects, consistency, and single rater formulation
of ICC [22]. This formulation measures the consistency between
ratings based on the grade produced by a single “rater” (i.e., a sin-
gle instance of ChatGPT-4). A high ICC indicates that GreAIter
is stable and reliable in both its grading and feedback and ex-
hibits minimal inter-rater reliability bias, which is essential for
any (semi-)automated grading tool used in academia.

To conduct this experiment, we sampled 20 representative stu-
dent submissions via random stratified sampling and used GreAIter
to produce AI-generated grades for each of the student submissions
six times (including the initial round of grading used to produce
the results in RQ1). We then calculated the ICC between the six
grading results.

The ICC we observed was 0.80, with a 95% confidence inter-
val of [0.68, 0.9] and a p-value less than 0.001, indicating “good
reliability” [20]. However, all identified disagreements were false
positives, e.g., in one trial GreAIter hallucinated a problem while
it did not hallucinate (or hallucinated a different problem) in the
other trial. This finding highlights the stability of GreAIter and its
minimization of grader bias.

This consistency metric indicates the repeatability of GreAIter’s
performance. Although its rate is not perfect, it is substantial and
shows how GreAIter can reliably reproduce its grading decisions
across multiple iterations. The inconsistencies we observed arose
from false positives, reinforcing our earlier observation that GreAIter
tends to over-diagnosis errors. GreAIter’s inconsistencies are thus
consistent with our previous findings that underscore the necessity
of human oversight to confirm GreAIter’s findings and provide the
final judgment on student programming submissions.

3.3.2 GreAIter’s Consistency Across Multiple LLMs. We investi-
gated the consistency of GreAIter across multiple LLMs to quantify
the impact of choosing a particular LLM. We tested four LLMs on a
representative subset of 40 student submissions, sampled through
random stratified sampling in the same way as the intra-LLM con-
sistency and timing tests. We used the same prompts for each LLM
and graded each submission using our methodology, varying only
the LLM used. The results using each LLM are shown in Table 4.

Table 4: A Comparison of LLMs Using GreAIter.

Model TP FP TN FN Acc. Prec. Rec.

GPT-4 30 22 468 0 0.9577 0.5769 1.0000
GPT-4o 30 11 479 0 0.9788 0.7317 1.0000
Claude 25 10 480 5 0.9712 0.7143 0.8333
Mistral 25 26 464 5 0.9404 0.4902 0.8333

This table shows the True Positives (TP), False Positives (FP),
True Negatives (TN), False Negatives (FN), Accuracy (Acc.), Preci-
sion (Prec.), and Recall (Rec.) for various LLMs, including GPT-4,
GPT-4o, Claude Opus [1], and Mistral Large 2 [24]. The best perfor-
mance in each metric is highlighted in bold. These results show that
GPT-4o performs best based on our metrics. In contrast, Claude
Opus and Mistral Large 2 do not achieve perfect recall, likely be-
cause our prompts were not fine-tuned for these LLMs.
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Table 4’s results show the LLM’s impact on GreAIter’s grading
accuracy. Our evaluations depict how LLMs exhibit varying lev-
els of accuracy, precision, and recall, which highlights the need
to select an LLM carefully to ensure GreAIter’s reliability. More-
over, while baseline prompts were used uniformly across LLMs,
optimizing these prompts for specific LLMs could improve perfor-
mance consistency, especially for Claude Opus and Mistral Large 2
that exhibited lower recall. These results show how choosing an
LLM and fine-tuning prompts are critical factors in maximizing the
effectiveness of GreAIter’s semi-automated grading process.

4 Analysis of Results
This section analyzes the results of our semi-automated GreAIter
tool, focusing on the implications of its performance metrics, its
potential role and integration within educational settings, and con-
siderations for its future application. Table 5 summarizes our exper-
imental results using the corrected grader outcomes as the ground
truth, as discussed in Section 3.

Table 5: Summary of Results.

Performance Accuracy Precision Recall
98.23% 71.26% 100%

Effort Reduction Time Rubric Criteria Code Volume
75.82% 93.85% 93.21%

Consistency Intraclass Correlation Coefficient
0.80

Performance metrics and efficiency gains. GreAIter’s high
overall accuracy (98.23%) and recall (100%) indicate its utility as
a tool for assessing programming assignments. Its effectiveness
in correctly identifying correct code submissions significantly re-
duced grader workload by filtering out submissions that required
no further review. However, its precision of 71.26% raises concerns
regarding its number of false positives, which reflects the limita-
tions of ChatGPT-4 that misinterpret complex instructions or code
nuances, leading to the incorrect identification of errors.

This outcome led us to apply semi-automated grading and feed-
back by using GreAIter to find candidate mistakes in student code
for later human grader review. GreAIter shows the relevant code
for each mistake. Human graders can quickly validate candidates,
which (1) accelerates grading and reduces human effort, as shown
in Section 3.2 and (2) maintains human intervention to mitigate any
student concerns of AI-based assessment accuracy and fairness.

According to our inter-LLM consistency study, however, the
perfect recall achieved by GPT-4 and GPT-4o does not extend to
other LLMs in the absence of prompt fine-tuning for those LLMs.
In particular, Mistral Large 2 may not be well suited to this task
with our current prompting, though Claude Opus’s performance is
comparable to GPT-4o (recall notwithstanding). While the training
methodologies for the Claude and GPT models are opaque, we
suspect they prefer longer and more detailed responses, but their
means of achieving greater length are different.

In our experience thus far, GPT-4 prefers finding as many mis-
takes in the student’s code as possible to achieve a longer output,
often leading to harsher grading or hallucinated mistakes. In con-
trast, Claude Opus prefers lengthening its output by detailing the

positive aspects of a student’s code. In the specific cases of the
Claude Opus’s false negatives that we observe, we find that this
model will give lengthy discussions, often in several paragraphs,
describing ways the student was correct. We therefore conclude
that while GPT-4 and GPT-4o are better suited for this task, Claude
Opus might be preferred for other grading applications, such as
generating feedback for student submissions.

Repeatability and semi-automation. The ICC of 0.80 sug-
gests that while GreAIter achieves “good reliability,” there are some
variations in its grading across iterations. This variability can be
problematic in CS courses, where consistency in assessing pro-
gramming assignments is essential to fairness and grading process
credibility. However, because disagreement between trials stems
entirely from false positives, GreAIter can help focus human grader
attention on reducing bias and improving grading efficiency by
decreasing grading time by up to 75.82%.

Our results also show how GreAIter contributes to the grad-
ing process via initial assessments and identification of clear-cut
cases of correct code. Its high accuracy in these instances enable
instructors to focus on providing in-depth feedback where it is
most needed, thereby enhancing student educational experience.
Nevertheless, GreAIter’s propensity for false positives necessitates
a semi-automated approach where human graders perform a sec-
ondary review of its grading decisions. This approach leverages the
strengths of GreAIter in rapidly processing and evaluating submis-
sions while mitigating its weaknesses through human oversight.

Overall, our semi-autonomous “augmented intelligence” approach
(i.e., where GreAIter provides a first pass and humans verify) of-
fers a balanced solution, combining the thoroughness and speed
of LLMs like ChatGPT-4 with the discernment and expertise of
human graders. This hybrid strategy helps streamline the grading
process, reduce workload for instructors and graders, and maintain
the integrity and fairness expected of academic evaluations.

5 Limitations and Threats to Validity
This section explores limitations with the GreAIter AI-assisted
grader described in Section 2 and threats to validity of our experi-
ments described in Section 3.

Generalizability across languages and paradigms. Although
our study is extensive, it has limitations. In particular, we developed
and evaluated GreAIter within three courses and one programming
language (Java), which may limit our finding’s generalizability.
The topics covered by these classes and their use of Java may incur
unique challenges and patterns not representative of other curricula,
programming languages, or paradigms.

Subjectivity in ground truth and precision concerns. We
comparedGreAIter’s performancewith the corrected original graders
from each course. This evaluation may introduce a degree of subjec-
tivity into the ground-truth against which GreAIter’s performance
was measured. In particular, different graders may have different
thresholds for correctness and error severity, potentially influenc-
ing the evaluation benchmarks. In addition, our corrections to these
grades were made only in egregious cases, so the original grades
and our corrections could have a degree of subjectivity to them.

For instance, our recall metrics may be affected if human graders
overlook errors in student code. To address this, we only counted
cases where GreAIter flagged a mistake that human graders missed,
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i.e., false negatives. In such cases, GreAIter correctly identified a
potential issue and it was up to human graders to decide whether it
warranted a deduction. It’s therefore reasonable to treat GreAIter as
accurate when it flags a possible error. To strengthen our findings,
however, it would be prudent to validate results across more graders
and courses, and to compare human inter-grader reliability.

The false positives reported in GreAIter’s outcomes reflect an-
other limitation since false positives in code review tasks can lead
to user frustration and tool abandonment [18, 28]. While GreAIter’s
recall was perfect (indicating it missed no errors) its precision was
lower, suggesting it sometimes identified errors too zealously.While
this over-detection erred on the side of caution, it triggered unnec-
essary manual reviews, diminishing GreAIter’s efficiency gains.

Consistency and repeatability concerns. Another threat to
study validity is our reliance on API latency, which may affect
grading speed results. Likewise, our consistency measure assumes
LLMs don’t learn or adapt over time, which doesn’t account for
continuous enhancements to their underlying models. However,
this metric simply verifies the consistency of grades within a single
cohort for a single assignment, so base model updates should not
vary within a single assignment.

Despite these issues, our study provides insights into the capa-
bilities and limitations of using LLMs for assessing programming
assignments. GreAIter’s high accuracy and recall indicate its po-
tential utility in CS courses. Likewise, its Intraclass Correlation
Coefficient is promising, though imperfect. The careful design of
our study, the systematic approach to data collection and analysis,
and the critical evaluation of results all contribute to the robustness
of our findings. These limitations provide a clear framework for
understanding the context within which the findings are applicable.

6 Related Work
AI-assisted education is a rapidly evolving field that shapes our
approach to automating programming assignment assessment us-
ing LLMs and prompt engineering patterns. This section places
our work within the broader landscape of prompt engineering and
AI-powered educational tools. Moreover, this paper is an exten-
sion of a previous workshop publication [13] with a much more
extensive evaluation methodology and discussion, among other
improvements summarized in Section 1.

Prompt engineering to improve LLM reasoning. Past stud-
ies explored how prompt engineering enhances LLM performance,
ranging from simple prompt strategies [2] to more sophisticated
methods [41, 44]. Wei et al. [40] introduced “chain-of-thought”
prompting, a technique we incorporate in our work to improve the
reasoning capabilities of LLMs. Building on this, Yao et al. [44] pro-
posed a more advanced framework that integrates action plan gen-
eration and external resource lookup to refine LLM performance.

Similarly, White et al. [41] developed prompt patterns—–which
are analogous to software patterns—–that structure and enhance
LLM outputs. Their subsequent work demonstrated the effective-
ness of these patterns in improving code quality specifically [42].
In parallel, research on common failure modes of LLMs [6] has
provided insights that guide mitigations to improve robustness and
reliability, which we consider in our study.

LLMs in educational assessment. The application of AI in ed-
ucation has been explored extensively in prior work. Of particular

relevance is a study by Schneider et al. [34] on automated grading
of short-answer questions using LLMs. Their findings highlight the
importance of human oversight in achieving reliable outcomes, a
key consideration in our own evaluation. This work extended an
earlier study [33] that employed fine-tuned transformer models,
which achieved superior accuracy compared to traditional auto-
mated methods. Broader discussions on the benefits and challenges
of AI in education [3, 15, 30, 36, 43] further underscore the need
for careful evaluation and integration of LLMs into pedagogical
practices, which our study addresses.

We also align our work with recommendations for the respon-
sible use of LLMs in education by van Dis et al. [38]. This work
advocated for approaches that “embrace the benefits of AI” while
retaining “human verification.” Following these principles, we pro-
pose a semi-automated assessment methodology that leverages AI
capabilities while maintaining human oversight to ensure accuracy
and fairness.

Additional research highlights educational applications of LLMs,
including the detection of AI-generated submissions [27], genera-
tion of programming exercises and explanations [32], and support
for medical education [21]. These studies demonstrate the versatil-
ity of LLMs in enhancing pedagogy, providing a foundation for our
exploration of LLMs in programming assignment assessment.

Limitations of traditional grading tools. Automated grading
systems for have a long-standing tradition in CS education. Test
suites and linters are widely used to evaluate functional correct-
ness and enforce style guidelines [9, 12, 29]. While these tools are
effective for functional assessment, they often lack the ability to
evaluate qualitative aspects of code, such as documentation qual-
ity, holistic readability, and efficiency. Our work leverages LLMs
to address these limitations, enabling a more comprehensive and
flexible assessment methodology.

Our study advances the growing body of research in prompt
engineering, AI-assisted education, and automated grading systems.
By applying sophisticated prompt engineering techniques to LLMs,
we introduce a novel methodology for assessing programming
assignments. This approach not only improves grading efficiency
and reduces bias but also highlights the broader potential of AI to
enhance learning experiences in computer science education.

7 Concluding Remarks
This paper presented the results of our study that applied LLMs to
create GreAIter. GreAIter is an AI-assisted tool that helps automate
key portions of the grading process for programming assignments
to better assess students’ code and its alignment with software en-
gineering best practices. Our findings codify both the potential and
limitations of AI-assisted grading, as well as yielded the following
lessons learned that inform our future work.

1. ChatGPT-4 can accurately identify correct code submis-
sions.We demonstrate how GreAIter achieved a high accuracy rate
(98.23%) and perfect recall. These results suggest that LLMs can play
an important role in assisting with grading tasks, particularly in
filtering out rubric criteria that are likely correct for a given submis-
sion, thereby reducing human grader workload. Ironically, when
ChatGPT-4 did not accurately identify correct code submissions,
we interacted with it to explain how we could craft future prompts
to elicit more accurate results from it. The ability to engage in such
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a “Socratic dialogue” with LLMs was quite refreshing compared
with traditional means of refining queries with conventional static
analysis tools.

2. Theneed for humanoversight remains critical.GreAIter’s
precision of 71.26% (marked by many false positives) points to limi-
tations with the current state of LLMs in understanding and evalu-
ating complex programming tasks. Despite GreAIter’s perfect recall,
human oversight thus remains necessary due to LLM tendencies to
over-flag student code segments as erroneous. By integrating in-
sights from previous work with GreAIter, we extend the capabilities
of LLMs in educational contexts and set the stage for future research
in AI-assisted education. As with previous work [4, 8, 35, 41], the
synergy of LLMs and human expertise demonstrated in this study
showcases the potential of LLMs in enhancing educational method-
ologies and outcomes.

3. Due to ChatGPT-4’s limitations, we stress the benefits
of a semi-automated grading approach. Our study underscored
the importance of human-AI collaboration, which is commonly
known as “augmented intelligence” rather than “artificial intelli-
gence.” While GreAIter is powerful, it cannot yet replace human
judgment in tasks requiring nuanced understanding. Our semi-
automated approach—where ChatGPT-4 performed an initial assess-
ment and humans provide final verification and feedback—strikes
a balance that leverages the strengths of both. We found our ap-
proach reduced grading workloads, constituting a 93.21% decrease
in code volume to review and a 75.82% decrease in grading time. We
also found GreAIter yielded an ICC of 0.80, indicating that while
LLMs can exhibit consistent, relatively unbiased tendencies, their
performance can vary and should be checked for accuracy.

4. GreAIter can be integrated into actual classroom set-
tings to improve grader efficiency and reliability. Through
careful planning and systematic analysis of the accuracy, precision,
recall, efficiency, and repeatability metrics covered in this paper, we
showed how GreAIter improves traditional manual grading. We val-
idated the feasibility of integrating GreAIter into actual classrooms
to optimize the grading process.

While GreAIter provides a high degree of accuracy, its current
limitations underscore the need for a semi-automated approach
that combines the speed and consistency of LLMs with the criti-
cal thinking and expertise of human graders. As LLMs evolve, so
too will strategies for integrating it more effectively to enhance
quality and fairness of the grading process for CS courses. Our
future work will thus investigate LLMs that have emerged since
our experiments began, including ChatGPT o3 and o4, as well as
DeepSeek, Grok, and Gemini. Following these experiments, we may
need to reassess whether these LLMs can be “trusted” to perform
more autonomously if they achieve near-perfect precision.

5. The promise of LLMs in education extends beyond grad-
ing efficiency, i.e., LLMs can reshape how feedback is delivered,
how learning is assessed, and how education is ultimately con-
ducted. Our work, along with several others [11, 19, 37, 43], has
shown the potential LLMs have to aid student learning. While LLMs
are not yet mature enough to replace human graders, they provide
an important resource to aid educators, particularly in disciplines
like CS characterized by ever-growing class sizes.

As with previous research [41, 42], we found collaboration be-
tween human users and AI tools results in rapid and reliable soft-
ware solutions, and we leveraged this collaboration for a more
efficient and effective educational process. As LLMs become more
sophisticated, we anticipate the need to refine these powerful tools
to improve educational systems. Our results provide a foundation
upon which future work can build, contributing to the evolving
field of LLMs in CS education and the development of more reliable
and efficient AI-assisted graders.

Looking ahead, the integration of LLMs into grading CS pro-
gramming assignments requires considering the trade-offs between
efficiency and accuracy. False positive rates must be reduced to
make AI-augmented tools like GreAIter more autonomous and
trustworthy.5 Our future work will focus on fine-tuning LLMs on
larger and more diverse datasets of code submissions and rubrics,
potentially improving their understanding and reducing the rate of
false positives. Many false positives result from the same rubric cri-
teria, so investigations into prompting strategies for specific rubric
criteria are also likely to improve precision.

While our case study is bound by these limitations for now, our
methodology and the GreAIter’s overall performance in several
key metrics support the validity of our findings. By advancing the
tools used to assess code quality, GreAIter thus lays the foundation
for CS education to produce more skilled and productive software
engineers.

8 Data Availability
All data and scripts, along with our implementation of GreAIter
are available at https://osf.io/xy69w/?view_only=9a71d5fdec
10447d8c85ac7e3da9b1fa. This repository includes comprehen-
sive documentation to facilitate replication and extension of our
research.
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