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I. I NTRODUCTION

Emerging trends and challenges.Component-based software engineering supported by middleware technologies, such as
CORBA Component Model (CCM) and Enterprise Java Beans (EJB), has emerged as a preferred way of developing enterprise
distributed real-time and embedded (DRE) systems, such as smart buildings, modern office enterprises, and inflight entertainment
systems. These systems consist of applications whose dependability requirements, such as availability and security,must be
satisfied simultaneously to ensure dependable operation [1], [2].

For correct dependable operation of enterprise DRE systems, however, multiple dependability attributes must often be
simultaneously satisfied. There are inherent challenges insatisfying multiple dependability attributes together due to tradeoffs
and conflicts between them. For example, deploying replicasof a service on hosts that are unauthorized to access by clients
may result in unavailability of the service to its clients onfailure of another replica of the same service. It is hard to detect
and analyze these errors at runtime, which motivates the need to catch as many errors at design-time as possible. Hence, there
is a need for design-time tools to reason about the inherent tradeoffs and conflicts between multiple dependability attributes
and alleviate complexities in developing dependable enterprise DRE systems.

Figure 1 depicts desirable properties of a design-time toolthat considers multiple dependability attributes (such asavailability
and security) to reason about system dependabilitye.g., protecting it from various hazards (such as faults and unauthorized
access).

Fig. 1: Dependability Solution Space

In addition to addressing these challenges, there are also challenges associated with managing metadata that compose,deploy
and configure the systems in accordance with design-time tradeoffs on the underlying middleware that provides a component-
based programming model. Developers must supply correct metadata to ensure that the system satisfies its dependability
requirements. These challenges are exacerbated by component middleware that provides multiple levels of granularity(such
as the component-level, port-level, assembly-level and connection-level) at which dependability attributes can apply.

Solution approach → Unified dependability modeling and reasoning using model-driven engineering. This chapter
describes how model-driven techniques and tools can provide effective mechanisms to handle multiple dependability attributes
all at once and make design-time tradeoffs between the conflicting requirements of these attributes. It also demonstrates how
different levels of granularity offered by the component middleware are handled simultaneously by the model-driven tools.

To make the discussions concrete, we showcase model-drivendependability techniques in the context of a tool we developed
calledModel-based Provisioning Engine for Dependability(MoPED). MoPED provides intuitive abstractions that help software
developers and systems engineers model and reason about theavailability and security requirements simultaneously. MoPED
provides a domain-specific modeling language (DSML) to represent the key architectural abstractions of component-based
systems and their dependability requirements expressed asavailability and security attributes. MoPED also bridges the gap
between high-level system requirements and configuration of low-level middleware mechanisms.

II. OUTLINE OF THE REMAINDER OF THE CHAPTER

Section 2: Satisfying Dependability Requirements of DRE Systems – A Case Study Perspective.This section describes key
challenges in developing dependable enterprise DRE systems by presenting a case study of a representative enterprise security



and hazard sensing system. The challenges associated with deploying and configuring such a system with integrated security and
availability requirements are demonstrated using concrete scenarios within the enterprise security and hazard sensing system.
Based on these scenarios and challenges, this section summarizes and highlights the problems of manually transformingthe
described high-level dependability requirements of the scenario into declarative metadata that configures low-levelcomponent
middleware mechanisms. The solutions provided by MoPED to solve those problems are discussed in subsequent sections of
the chapter.
Section 3: DSML Support for Dependability. Non-functional DRE system requirements, such as availability and security,
must be satisfied to ensure their dependable operation. For example, caller access rights must be verified before invoking a
method on a component protected by access control policies.These non-functional requirements manifest themselves atseveral
levels of granularity ranging from organizational domain to individual component methods. For example, access control policies
could be applied on methods, ports, components, and component assemblies. Similarly, availability requirements are typically
applied at component or assembly level in terms of the numberof replicas desired.

Supporting multiple dependability attributes requires the DSML to support some key properties. First, it should provide
built-in constraints to handle several key challenges (such as adding constraints to allow composition of multiple dependability
attributes,e.g., failure recovery at the component level and security at theinterface level) that must be addressed when combining
multiple attributes of dependability. Second, it should provide generative capabilities so that platform-specific metadata for
deployment and configuration that accurately reflects the designer’s choice of dependability requirements can be automatically
synthesized.

A promising solution is to have the DSML provide first class support for rich component-based domain-specific abstractions
so that it can help capture the requirements of component-based dependable systems. These abstractions should be able to
account for the diversity in component platforms. When the choice of implementation technology is made, dependability
requirements should be transformed into mechanisms and policies of the selected component technology.

To provide a concrete exemplar of DSML support for dependability, this section describes the design ofModel-based
Provisioning Engine for Dependability(MoPED), which is an extensible modeling framework that allows component-based
system developers to express dependability design intent at different levels of granularity using intuitive visual representations.
MoPED is developed using the Generic Modeling Environment (GME) [3], which is a meta-programmable tool for developing
DSMLs. This section describes MoPED’s three key capabilities: (1) domain-specific, QoS modeling support for component-
based systems, (2) unified availability and security modeling and reasoning support, and (3) extensible modeling language and
tool support.

MoPED provides a DSML that is based on mandatory and optionalfeatures present across contemporary component-based
middleware infrastructures. Contemporary component infrastructures, such as EJB, CCM support all the mandatory features:
components, connections, remotely invocable methods, anda notion of deployment. Moreover, CCM supports the optional
features (e.g., port and assembly) as well. MoPED can be used to model dependability requirements for target component
infrastructures that support all the mandatory features, and optionally ports and assembly.

In MoPED’s model-driven software development process, themodeling language, its tool support, and instance models
are the primary software artifacts that developers manipulate at design-time. Similar to the object-oriented paradigm—where
modularized and extensible design is integral for system maintainability—MoPED’s DSML and tool support are extensible to
accommodate new dependability requirements that arise as systems evolve.

By using MoPED, developers can defer the choice of implementation technology to later stages of software development,
which simplifies (1) application code by decoupling dependability aspects from application functionality and (2) application
deployment and configuration by conducting dependability analysis irrespective of the deployment platform.

Figure 2 shows a simplified1 metamodel of MoPED’s DSML. This metamodel shows≪Model≫ stereotypes of component,
assembly, port, and method, which serve as placeholders forcomponents, assembly, ports, and method abstractions, respectively,
provided by the underlying middleware technology.

A classification of QoS models that can be associated with basic component middleware abstractions is made using a set of
abstract QoS elements denoted using the≪FCO≫ (First Class Object) stereotype in Figure 2. The abstract QoS elements in
the metamodel (e.g.,ComponentQoS, AssemblyQoS, PortQoS, MethodQoS) are used as base classes for concrete QoS models.

Based on the extensible QoS modeling framework, MoPED’s DSML provides concrete QoS models that capture availability
and security requirements of a component-based system at different levels of granularity, such as components, connections,
methods and optionally ports and assemblies. Constraints written in the Object Constraint Language (OCL) help designers
avoid modeling conflicting availability and security design decisions.
Section 4: Dependability Reasoning Using MoPED.This section describes how MoPED provides capabilities to analyze the
tradeoffs between multiple dependability attributes of enterprise DRE systems, and eases the development of such systems.
MoPED’s model-driven design and development process consists of the following steps, which are illustrated in the context
of the enterprise security and hazard sensing system:

1. Modeling availability requirements. Unlike the traditional client/server model of designing distributed systems, component-

1Some elements and associations present in the original metamodel are removed due to space considerations.



Fig. 2: Simplified Metamodel of MoPED’s DSML

based systems often have more than one component arranged ina workflow-like pattern (assembly) to realize critical application
functionality. In the event of a failure of one component, the entire assembly needs to fail over to a replica assembly instead
of a replica of the failed component to avoid cascaded failures. The granularity of protection for component-based systems is
an assembly, which could be part of a single process or spreadacross multiple processes on multiple machines.

MoPED provides modeling capabilities to group set of components into aFailOverUnit to specify the granularity of fault-
tolerance in enterprise DRE systems. Moreover, aFailOverUnit does not require modeling of replicas; only the desired number
of replicas (i.e., the replication degree) need to be provided. Depending upon the replication degree, MoPED tool chain
generates the necessary number of replicas of the assembly and all its constituent components automatically. While doing so,
it also automatically generates complex connection topology interconnecting the generated components, which is dictated by
the replication degree of the primary component and replication degree of components that it interacts with.

2. Modeling security requirements. Since security is an essential aspect of a dependable component-based system, it must be
configured and enforced at different levels of the system granularity, such as organizational domain, its subdomains, application
assemblies, components, and remotely invocable methods incomponents.

Support for security QoS modeling in MoPED focuses on two attributes of security: confidentiality and integrity. MoPED
provides arole-based access policy(RBAP) model to definerole-based access control(RBAC) for enterprise systems and
to provide secure transport protocol configurations for data integrity. MoPED’s RBAP model is motivated and designed in
response to the OMG’s RBAP Metamodel RFP [4].

3. Integrated reasoning of availability and security requirements. The key contribution of MoPED’s dependability QoS
support is the unification of the RBAP model and secure transport protocol configurations with availability requirements model-
ing. Security QoS leverages MoPED’s constraint-checking mechanisms to detect design-time errors in security configurations.
MoPED also validates the decisions taken by security modeling against the decisions taken by availability modeling. The
inherent challenge in integrating availability and security stems from the fact that they are often tangled with each other and
higher level analysis is necessary to resolve the conflicts between them at design-time. MoPED’s design environment uses
constraints written using OCL to check every design decision taken by the QoS modelers. MoPED checks the availability and
security QoS requirements in the model against OCL constraints to detect possible conflicts.

Section 5: Related Work. This section provides a survey of related work that focuses on model-based provisioning
of computer system dependability. Related research withinthe areas of dependability modeling and analysis, and model-
driven dependability provisioning techniques will be compared and reviewed with the context of our MoPED approach.
For example, MEAD [5] and AQUA [6] provide run-time solutions for dynamic adaptation of fault-tolerance properties in
response to changing resource availabilities. Likewise, The OMG’s Model-driven Architecture (MDA) and Unified Modeling
Language (UML) profiles can provide design-time solutions to model either (1) availability requirements [7], [8] or (2)security
requirements [9], [10] to perform predictive analysis of a system’s dependability properties.
Section 6: Concluding Remarks.will present concluding remarks that summarizes how model-driven tools and techniques
can provide effective mechanisms to make design-time tradeoffs among the conflicting requirements of multiple dependability
attributes. It will also present lessons learned from our experience developing MoPED. Finally, it will describe potential
extensions to MoPED to address some of its limitations. For example, model-to-model transformation approaches to analyze
high-level requirements using formal analysis tools couldbe explored to quantitatively evaluate the dependable system design
and developed using MoPED. We are exploring ways to integrate multi-dimensional tradeoff analysis for different dependability
attributes in MoPED.
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III. R ELEVANCE FORTHIS BOOK

This proposed chapter describes a practical approach to modeling key attributes of dependable systems (availability and
security) via a unified QoS modeling framework. This approach is presented in the context of a model-driven tool chain called
MoPED that provides intuitive, domain-specific modeling abstractions to capture availability, security and network level QoS
requirements of component-based systems. The techniques used in MoPED are within the context of model-driven engineering,
such as domain-specific modeling, and widely used componentmiddleware, such as CCM, EJB, and J2EE. This chapter can
serve as a novel demonstration of using model-driven engineering to address dependability issues in component-based enterprise
DRE systems, despite the variabilities in the component platforms used to develop such systems.
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