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Feature location is the activity of identifying an initial location in the source code that 
implements functionality in a software system.  Many feature location techniques have 
been introduced that automate some or all of this process, and a comprehensive overview 
of this large body of work would be beneficial to researchers and practitioners.  This 
paper presents a systematic literature survey of feature location techniques.  Eighty-nine 
articles from 25 venues have been reviewed and classified within the taxonomy in order 
to organize and structure existing work in the field of feature location.  The paper also 
discusses open issues and defines future directions in the field of feature location. 
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1. INTRODUCTION  

In software systems, a feature represents a functionality that is defined by requirements 
and accessible to developers and users.  Software maintenance and evolution involves 
adding new features to programs, improving existing functionalities, and removing bugs, 
which is analogous to removing unwanted functionalities.  Identifying an initial location 
in the source code that corresponds to a specific functionality is known as feature (or 
concept) location [Biggerstaff'94, Rajlich'02].  It is one of the most frequent maintenance 
activities undertaken by developers because it is a part of the incremental change process 
[Rajlich'04].  During the incremental change process, programmers use feature location 
to find where in the code the first change to complete a task needs to be made.  The full 
extent of the change is then handled by impact analysis, which starts with the source code 
identified by feature location and finds all the code affected by the change.  
Methodologically, the two activities of feature location and impact analysis are different 
and are treated separately in the literature and in this survey. 

Feature location is one of the most important and common activities performed by 
programmers during software maintenance and evolution.  No maintenance activity can 
be completed without first locating the code that is relevant to the task at hand, making 
feature location essential to software maintenance since it is performed in the context of 
incremental change.  For example, Alice is a new developer on a software project, and 
her manager has given her the task of fixing a bug that has been recently reported.  Since 
Alice is new to this project, she is unfamiliar with the large code base of the software 
system and does not know where to begin.  Lacking sufficient documentation on the 
system and the ability to ask the code’s original authors for help, the only option Alice 
sees is to manually search for the code relevant to her task.   

Alice’s situation is one faced by many software developers needing to understand and 
modify an unfamiliar codebase.  However, a manual search of a large amount of source 
code, even with the help of tools such as pattern matchers or an integrated development 
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environment, can be frustrating and time-consuming.  Recognizing this problem, 
software engineering researchers have developed a number of feature location techniques 
(FLTs) to come to aid programmers in Alice’s position.  The various techniques that have 
been introduced are all unique in terms of their input requirements, how they locate a 
feature’s implementation, and how they present their results.  Thus, even the task of 
choosing a suitable feature location technique can be challenging. 

The existence of such a large body of feature location research calls for a 
comprehensive overview.  Since there currently is no broad summary of the field of 
feature location, this paper provides a systematic survey and operational taxonomy of this 
pertinent research area.  To the best of our knowledge, Wilde et al. [Wilde'03] is the only 
other survey, which in contrast to our survey, compares only a few feature location 
techniques.  Our survey includes research articles that introduce new feature location 
approaches; case, industrial, and user studies; and tools that can be used in support of 
feature location.  The articles are characterized within a taxonomy that has nine 
dimensions, and each dimension has a set of attributes associated with it.  The dimensions 
and attributes of the taxonomy capture key facets of typical feature location techniques 
and can be useful to both software engineering researchers and practitioners 
[Marcus'05b].  Researchers can use this survey to identify what has been done in the area 
of feature location and what needs to be done; that is, they can use it to find related work 
as well as opportunities for future research.  Practitioners can use this overview to 
determine which feature location approach is most suited to their needs.     

This survey encompasses 89 articles (60 research articles and 29 tool and case study 
papers) from 25 venues published between November 1992 and February 2011.  These 
research articles were selected because they either state feature/concept location as their 
goal or present a technique that is essentially equivalent to feature location.  The tool 
papers include tools developed specifically for feature location as well as program 
exploration tools that support feature location.  The case study articles include industrial 
and user studies as well as studies that compare existing approaches.     

There are several research areas that are closely related to feature location, such as 
traceability link recovery, impact analysis, and aspect mining.  Traceability link recovery 
seeks to connect different types of software artifacts (e.g., documentation with source 
code), while feature location is more concerned with identifying source code associated 
with functionalities, not specific sections of a document.  Impact analysis is the step in 
the incremental change process performed after feature location with the purpose of 
expanding on feature location’s results, especially after a change is made to the source 
code.  Feature location focuses on finding the starting point for that change.  The main 
goal of aspect mining is to identify cross-cutting concerns and determine the source code 
that should be refactored into aspects, meaning the aspects themselves are not known a 
priori.  By contrast, in the contexts in which feature location is used, the high-level 
descriptions of features are already known and only the code that implements them is 
unknown.  Therefore, articles and research from these related fields are not included here 
as they are beyond the scope of this focused survey. 

The work presented in this paper has two main contributions.  The first is a systematic 
survey of feature location techniques, relevant case studies, and tools.  The second is the 
taxonomy derived from those techniques.  An online appendix1 lists all of the surveyed 
articles classified within the taxonomy. Section 2 presents the systematic review process. 
Section 3 introduces the dimensions of the taxonomy, and Section 4 provides brief 
descriptions of the surveyed approaches.  Section 5 overviews the feature location tools 

                                                           
1 http://www.cs.wm.edu/semeru/data/feature-location-survey/ (accessed and verified on 03/01/2011) 
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and studies, and Section 6 provides an analysis of the taxonomy. Section 7 discusses open 
issues in feature location and Section 8 concludes. 

2. SYSTEMATIC REVIEW PROCESS 

In this paper we perform a systematic survey of the feature location literature in order 
to address the following research questions (RQ): 

 RQ1: What types of analysis are used while performing feature location? 
 RQ2: Has there been a change in types of analysis used to identify features in source 

code employed by recent feature location techniques? 
 RQ3: Are there any limitations to current strategies for evaluating various feature 

location techniques? 
In order to answer these research questions, we conducted a systematic review of the 

literature using the following process (see Figure 1): 
 Search:  the initial set of articles to be considered during the selection process is 

determined by identifying pertinent journals, conferences and workshops. 
 Article Selection: using inclusion and exclusion criteria the initial set of articles 

is filtered and only relevant articles are considered beyond this step. 
 Article Characterization: articles, which meet the selection criteria, are 

classified according to the set of attributes that capture important characteristics 
of feature location techniques.  

 Analysis: using the resulting taxonomy and systematic classification of the 
papers, the research questions are answered and useful insights about the state of 
feature location research and practice are outlined. 

2.1. Search 

An initial subset of papers of interest was obtained by manually evaluating articles that 
appear in different venues considered during our preliminary exploration.  We select 
venues where feature location research is within their respective scope.  Also, choosing 
such venues ensures that selected articles meet some standard (e.g., the papers went 
through a rigorous peer review process). 

2.2. Article Selection 

To adhere to the properties of systematic reviews [Kitchenham'04] we define the 
following inclusion and exclusion criteria.  In order to be included in the survey, a paper 
must introduce, evaluate, and/or complement the implementation of a source code based 
feature location technique. This includes papers that introduce novel feature location 
techniques, evaluate various existing feature location techniques, or present tools 
implementing existing or new approaches to feature location.  The papers, which focused 
on improving the performance of underlying analysis techniques (e.g., dynamic analysis, 
Information Retrieval), as opposed to the feature location process were excluded. 

2.3. Article Classification 

The authors read and categorized each article according to the taxonomy and the 
attributes presented in Section 3.  The process of classifying the articles was followed by 
four authors individually.  Using initial classifications produced by the authors we 
identified papers that had some disagreements and further discussed those papers.  The 
set of attributes was extracted and defined by two of the authors.  Having all four authors 
characterize the articles allows us to verifying the quality of the taxonomy, minimizing 
potential bias.  In certain cases disagreements served as an indication that our taxonomy 
and attributes or their corresponding descriptions required refinement.  Through this 
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process we were able to improve the quality of our taxonomy and attribute set as well as 
improve their descriptions. 

2.4. Analysis 

Following the process of classifying research papers our final step includes analysis the 
results, answers to the research questions as well as an outline of future directions for 
researchers and practitioners investigating feature location techniques.  In order to 
complete this step we analyzed the trends in our resulting taxonomy and observed 
interesting co-occurrences of various attributes across feature location techniques.  We 
also investigated characteristics that rarely apply to the set of techniques considered as 
well as characteristics which are currently emerging in the research literature.    

3.  DIMENSIONS OF THE SURVEY 

The goal of this survey is to provide researchers and practitioners with a structured 
overview of existing research in the area of feature location.  From a methodical 
inspection of the research literature we extracted a number of key dimensions2.  These 
dimensions objectively describe different techniques and offer structure to the surveyed 
literature.  The dimensions are as follows: 

 The type of analysis: What underlying analyses are used to support feature 
location? 

 The type of user input: What does a developer have to provide as an input to the 
feature location technique? 

 Data sources: What derivative artifacts have to be provided as an input for the 
feature location technique? 

                                                           
2 Some of these dimensions were discussed at the working session on Information Retrieval Approaches 

in Software Evolution at 22nd IEEE International Conference on Software Maintenance (ICSM’06): 
http://www.cs.wayne.edu/~amarcus/icsm2006/  

 

Figure 1 Systematic review process 
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 Output: What type of the results and how are they provided back to the user? 

 Programming language support: On which programming languages was this 
technique instantiated? 

 The evaluation of the approach: How was this feature location technique 
evaluated? 

 Systems evaluated: What are the systems that were used in the evaluation? 
The order in which these dimensions are presented does not imply any explicit priority or 
importance.   

Each dimension has a number of distinct attributes associated with it.  For a given 
dimension, a feature location technique may be associated with multiple attributes.  These 
dimensions and their attributes were derived by examining an initial set of articles of 
interest.  They were then refined and generalized to succinctly characterize the properties 
that make feature location techniques unique, and can be used to evaluate and compare 
them.  The goal of the taxonomy’s dimensions and attributes it to allow researchers and 
practitioners to easily locate the feature location techniques that are most suited to their 
needs.  The dimensions and their associated attributes that are used in the taxonomy of 
the surveyed articles are listed in Table 1.  These dimensions and attributes are discussed 
in the remainder of this section. The attributes are highlighted in italics. 

3.1. Type of Analysis 

A main distinguishing factor of feature location techniques is the type, or types of 
analyses they employ to identify the code that pertains to a feature.  The most common 
types of analyses include dynamic, static, and textual.  While these are not the only types 
of analysis possible, they are the ones utilized by the vast majority of feature location 
techniques, and some approaches even leverage more than one of these types of analysis.  
In Section 4, descriptions of all the surveyed articles are given, and the section is 
organized by the type(s) of analysis used.   

Dynamic analysis refers to examining a software system’s execution, and it is often 
used for feature location when features can be invoked and observed during runtime.  
Feature location using dynamic analysis generally relies on a post-mortem analysis of an 
execution trace.  Typically, one or more feature-specific scenarios are developed that 
invoke only the desired feature.  Then, the scenarios are run and execution traces are 
collected, recording information about the code that was invoked.  These traces are 
captured either by instrumenting the system or through profiling.  Once the traces are 
obtained, feature location can be performed in several ways.  The traces can be compared 
to other traces in which the feature was not invoked to find code only invoked in the 
feature-specific traces [Eisenbarth'03, Wilde'95].  Alternatively, the frequency of 
execution portions of code can be analyzed to locate a feature’s implementation 
[Antoniol'06, Eisenberg'05, Safyallah'06].  Using dynamic analysis for feature location is 
a popular choice since most features can be mapped to execution scenarios.  However, 
there are some limitations associated with dynamic analysis.  The collection of traces can 
impose considerable overhead on a system’s execution.  Additionally, the scenarios used 
to collect traces may not invoke all of the code that is relevant to the feature, meaning 
that some of the feature’s implementation may not be located.  Conversely, it may be 
difficult to formulate a scenario that invokes only the desired feature, causing irrelevant 
code to be executed.  Dynamic feature location techniques are discussed in Section 4.2.    

Static analysis examines structural information such as control or data flow 
dependencies.  In manual feature location, developers may follow program dependencies 
in a section of code they deem to be relevant in order to find additional useful code, and 
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this idea is used in some approaches to feature location [Chen'00].  Other techniques 
analyze the topology of the structural information to point programmers to potentially 
relevant code [Robillard'08].  While using static analysis for feature location is very close 
to what a developer searching for code may do, it often overestimates what is pertinent to 
a feature and is prone to returning many false positive results.  Static approaches to 
feature location are summarized in Section 4.3. 

Textual approaches to feature location analyze the words used in source code.  The 
idea is that identifiers and comments encode domain knowledge, and a feature may be 
implemented using a similar set of words throughout a software system, making it 
possible to find a feature’s relevant code textually.  Textual analysis is performed using 
three main techniques: pattern matching, Information Retrieval (IR) and natural language 
processing (NLP).  Pattern matching usually involves a textual search of source code 
using a utility, such as grep3.  Information Retrieval techniques, such as Latent Semantic 
Indexing (LSI) [Deerwester'90], Latent Dirichlet Allocation (LDA) [Blei'03] and Vector 
Space Model (VSM) [Salton'86], are statistical methods used to find a feature’s relevant 
code by analyzing and retrieving identifiers and comments that are similar to a query 
provided by a user.  A good overview of applications of IR techniques in Software 
Development, Maintenance and Evolution can be found in [Binkley'10a, b].  NLP 
approaches can also exploit a query, but they analyze the parts of speech of the words 
used in source code.  Pattern matching is relatively robust, but not very precise because 
of the vocabulary problem [Furnas'87]; the chances of a programmer choosing query 
terms that matches the vocabulary of unfamiliar source code are relatively low. On the 
other hand, NLP is more precise than pattern matching but much more expensive.   
Information Retrieval lies between the two.  No matter the type of textual analysis used, 
the quality of feature location is heavily tied to the quality of the source code naming 
conventions and/or the user-issued query.  Textual feature location techniques are 
reviewed in Section 4.4.  

Feature location is not limited to just dynamic, static, or textual analysis.  Many 
techniques draw on multiple analysis methods to find a feature’s implementation, and 
some do not use any of these types of analyses.  Existing approaches that combine two or 
more types of analysis do so with the goal of using one type of analysis to compensate for 
the limitations of another, thus achieving better results than standalone techniques.  The 
unique ways in which multiple types of analysis are combined for feature location are 
described in Sections 4.5 through 4.8.  Other approaches do not rely on dynamic, static, 
or textual analysis.  For instance, two feature location techniques rely on historical 
analysis to mine version control systems in order to identify lines of code [Chen'01a] or 
artifacts related to a feature [Cubranic'05].  Another technique examines the code visible 
to a programmer during a maintenance task and tries to infer what was important 
[Robillard'03a].  These alternative approaches are explained in Section 4.9.   

3.2. Types of User Input 

A FLT ultimately assists developers during software maintenance tasks.  This 
dimension describes the type of input that a developer has to provide for the FLT. The 
input can be a query, an execution scenario, a source code artifact, or a combination of 
these.  The query can be a set of words that describe a bug or a feature that the developer 
is attempting to locate.  The query can be generated in several ways.  It can be compiled 
by the developer, it can be suggested by the FLT supporting automatic query expansion, 
or it can be extracted from the description of the feature report or some other 

                                                           
3 http://www.gnu.org/software/grep/ (accessed and verified on 03/01/2011) 
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documentation artifacts.  The execution scenario is a set of steps, which the developer has 
to perform on an instrumented software system in order to exercise a feature of interest, 
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Table 1 Dimensions and attributes of the feature location taxonomy. The attributes are 
highlighted in bold, and their description is given after the colon separator 

Dimension Attribute: Description 
Type of 
analysis 

Dynamic: Dynamic analysis is used to locate features 
Static: Static analysis is used to locate features 
Textual: Textual analysis is used to locate features 
Historical: Information from software repositories is used to locate features 
Other: Another type of analysis is used to locate features 

User input Natural Language Query: A textual description of a feature (or a bug report description) or a 
user specified query is used as an input 

Execution Scenario: The developer uses a scenario in order to exercise a feature (or reproduce 
a bug) of interest in order to collect execution traces 

Source Code Artifact: A software artifact is used as a starting point (or seed) for the feature 
location technique 

Data sources 
(derivative 
inputs) 

Source code: 
 Compilable/executable: An executable program is used as an input to extract 

derivative information 
 Non-compilable: A source code that may or may not contain errors that prevent it to 

be compliable is used as an input to extract derivative information 
Derivative analysis data from source code: 

 Dependence Graph: The dependence graph can be derived directly from the source 
code (i.e., static) or it can be derived from execution information (i.e., 
dynamic) 

 Execution Trace: A set of methods that were executed when exercising a scenario 
 Historical Information: Historical information from source code repositories about 

the changes in the source code. This information includes log messages and 
actual changes 

 Other: Another source of information is used for feature location 
Output Source code: 

 File/class: The results produced by the FLT are at file/class level granularity 
 Method/function: The results produced by the FLT are at method/function level 

granularity 
 Statement: The results produced by the FLT are at statement level granularity 

Non-source code artifact: The output produced by the FLT is a non-source code artifact – e.g., 
bug report 

Presentation of the results: 
 Ranked: The results produced by the feature location technique have scores that can 

be used to rank the results based on their relevance to the user input 
 Visualization: The results produced by the feature location technique are presented 

using an advanced way of visualizing information 
Programming 
language 
support 

Java: The approach supports feature location in software written primarily in Java 
C/C++: The technique can find features for software systems written in C/C++  
Other: Feature location in some other language is supported, e.g., Fortran, Cobol 

Evaluation Preliminary: The evaluation is on small systems or small datasets or only preliminary evidence 
is given (i.e., proof of concept) 

Benchmark: The evaluation uses a dataset that was published by other authors or the dataset 
used in this evaluation is later used by other researchers 

Human subjects: 
 Academic: Students or non-professional developers participated in evaluation 
 Professional: Professional developers participation in evaluation of the results 

Quantitative: The results were evaluated via comparative metrics such as precision, recall, etc. 
Qualitative: The paper discusses details about the characteristics of the technique/tool and/or 

some aspects of the results 
Comparison with other approaches: Comparisons of the author’s approach with existing 

solutions 
Unknown/none: There is no evaluation performed, or the details are not available 

Systems 
evaluated 

The software systems upon which the FLT has been applied are listed 
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 with the purpose of collecting execution information about the system (i.e., execution 
trace).  The source code artifact can be any artifact, such as a class or method, which the 
developer chooses as a starting point for the feature location technique.  The rationale is 
that the FLT will perform some analysis starting from that artifact (e.g., a method in 
source code) and it will return other artifacts (e.g., source code methods) related to it.  As 
mentioned before, based on the FLT, the developer has to provide as an input any of 
these types of inputs, or a combination of these. 

3.3. Data Sources (Derivative Inputs from Software) 

In addition to the type of user input, the FLT might require other sources of information 
such as the source code or derivative data from source code. Some techniques require the 
source code to be compilable or executable, in order to extract static dependencies or 
execution information, whereas other techniques that use textual information could use as 
input source code that contains errors and therefore may not necessarily be compilable. 
On the other hand, some techniques require artifacts derived from source code, such as 
dependence graphs, execution traces, and historical information from source code 
repositories concerning source code changes (i.e., change log messages and concrete 
source code changes).  We also include the attribute other for the information extracted 
from bug repositories, forums, documentation, test cases, etc. In addition, the attribute 
other can denote the fact that the technique requires some feedback from the developer. 
Typically, the sources of utilized information reflect the type of analysis that can be 
employed.  Dynamic analysis uses execution traces captured when a feature is executed.  
Different representations of source code, such as a program dependence graph, can be 
used by static analysis FLTs.  Source code and documentation can be leveraged in textual 
analysis to find words that are relevant to a feature.  Analysis applied on change history 
data uses version control systems, issue trackers, communication archives, etc., in order 
to leverage past changes in software, as a way of supporting feature location. 

3.4. Output 

Once a FLT identifies candidate software artifacts for a given feature, those results must 
be presented to the developer.  The results can have different granularity levels and 
different presentations.  

The types of granularities are classes/files, methods or functions, and statements (i.e., 
basic blocks, lines of code, variables, etc.). Throughout this survey, we refer to portions 
of source code at any level of granularity as program elements. The more fine-grained 
the program elements located by a technique, the more specific and expressive the feature 
location technique is.  For instance, when the results are presented at the statement level 
granularity all the basic blocks or variables may be relevant, but when results are 
presented at class level granularity, not all the methods from the class may pertain to the 
feature.  Some approaches may be applicable to multiple levels of granularity, but only 
those program elements that are actually shown to be supported in an article are reported 
in this survey. On the other hand, some FLTs may produce artifacts that are not part of 
the source code, such as bugs, documentation, etc. We categorize these results in the non-
source code artifacts attribute.  

In this survey we also distinguish among different ways the results can presented to 
software developers. For example, one option is to present a list of candidate program 
elements ranked by their relevance to the feature [Antoniol'06, Eisenberg'05, Liu'07, 
Marcus'04, Robillard'08]. We use the attribute ranked to denote such a presentation of the 
results.  Another way in which feature location results are presented is as an unordered 
set of program elements [Eaddy'08a, Eisenbarth'03, Wilde'95].  In other words, a set of 
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elements is identified as being relevant to a feature, but no notion of their degree of 
relevance is provided.  If the ranked attribute is not specified, we assume that a FLT 
presents the results in this way. Another form of presenting the results is by using 
visualization to highlight relevant program elements [Bohnet'07b, Walkinshaw'07, 
Xie'06].  Note that the ranked and visualization attributes are not mutually exclusive.  
Finally, some feature location techniques do not automatically identify relevant program 
elements but describe a process that a programmer can follow to manually search for a 
feature’s implementation [Chen'00].  Since different feature location techniques present 
their results in different ways, comparing approaches that use dissimilar reporting styles 
can be challenging.  

3.5. Programming Language Support 

The programming language in which a software system is written can play a factor in the 
types of feature location techniques that can be applied to it.  Textual and historical 
analyses are programming language agnostic at the file level, but require parsers if 
applied at fine granularity levels (e.g., method level granularity).  Static and dynamic 
analyses may be limited due to tool support for a given platform or a programming 
language.  In this survey, all programming languages on which a technique has been 
applied are reported.  The majority of existing feature location approaches have been 
exercised on Java or C/C++ systems since ample tool support is available for these 
languages.  Other programming languages that have been supported include FORTRAN 
and COBOL.  Knowing the languages under which an approach works can help 
researchers and practitioners select an appropriate technique, though the fact that an 
approach has not been used on a certain programming language does not imply that it is 
not applicable to systems implemented in that language. 

3.6. Evaluation 

The way in which a feature location technique is evaluated provides researchers and 
practitioners with useful information on the approach’s quality, effectiveness, robustness, 
and practical applicability.  Evaluating a feature location technique is difficult because 
defining the program elements that are relevant to a feature may be subjective at times.  
Despite this difficulty, researchers have devised a number of approaches to assess feature 
location techniques. Evaluations of traditional software engineering techniques are 
classified as survey, experiment, case study and none [Wohlin'99]. However, this 
standard categorization does not apply to our taxonomy for two reasons. First, due to the 
fact that the feature location field is not as matured as other software engineering fields, 
there are no papers that fall into the categories survey and experiment. In addition, most 
of the papers evaluate their approaches using case studies or they only have a basic (i.e., 
preliminary) evaluation, which means that according to the standard categories, all the 
papers would be categories as either case studies or none. Our second reason is that we 
wanted to categorize the papers in our survey using finer grained attributes, which would 
give more insights into the evaluation used in the papers. Thus, we choose the attributes 
preliminary, benchmark, human subjects, quantitative, qualitative, comparison with other 
approaches and unknown/none, which are described next. Once again, by using these 
attributes we wanted to distinguish as much as possible between different evaluations in 
different papers.  

The most simplistic evaluations are preliminary in nature and involve small systems 
or a few data points, and their purpose is to provide an anecdotal evidence that the 
approach works (i.e., proof of concept).  
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More advanced evaluations use benchmarks that contain detailed information and 
datasets that could be used by other researchers in their evaluation. These datasets could 
contain a list of features, textual description or documentation about the features, 
mappings between features or bugs and program elements that are relevant to fixing the 
bug or implementing the feature (referred to as gold sets in the literature), patches 
submitted to an issue tracker, etc. Benchmarks carry more weight than anecdotal 
evaluation, because they can be used by other researchers in other approaches and the 
results could be compared in a fair way. In other words, if two approaches are applied on 
the same dataset, their results could be easily compared to establish which technique 
produces more accurate results, for instance. However, if the two techniques are 
evaluated on different datasets (even if these datasets are part of the same software 
system), the comparison of the results is biased by the difference in those datasets. In this 
survey we categorize papers as using benchmarks if their evaluation is using the same 
datasets or a subset of these datasets, which were made available by other authors. We 
also categorize the evaluation of papers that initially used that dataset and made it 
available as benchmarks.  

One of the difficulties in using benchmarks in the evaluations is that very few of them 
are made available up to date. One of the reasons is that constructing benchmarks 
requires substantial efforts and the results are not guaranteed to be one hundred percent 
correct and complete. For example, if benchmarks are constructed from source code 
repositories or from patches extracted from issue repositories, there is no assurance that 
they contain all the information required to implement the feature or fix the bug (unless 
this information is verified by the original designers and developers of the software 
system). They might contain noise, or they may only pertain to a small portion of the 
feature and not touch all of its program elements. Another way to evaluate a feature 
location approach is to have system experts or even non-experts assess the results, which 
is an evaluation method often used by IR-based search engines.  When multiple experts 
or non-experts are used, the intersection of their subjective evaluations can be used to 
create a benchmark.  However, the agreement among programmers as to what program 
elements are relevant to a feature has been shown to be low in some cases 
[Robillard'07b]. 

In this survey we also distinguish between evaluations that use human subjects. These 
developers could have an academic background, such as undergraduate or graduate 
students, or they could be professional developers that come from industry. Other ways 
to differentiate the evaluations is based on their qualitative and/or quantitative results. In 
a quantitative evaluation, the technique is evaluated in terms of some metrics, such as 
precision, recall, effectiveness, etc., whereas a qualitative evaluation provides details 
about some particular aspect of the technique or the results. Papers which do not contain 
any evaluation, or for which the details are not known are marked as unknown/none. It is 
important to note that these evaluation attributes are not mutually exclusive. In other 
words, one approach could have both a qualitative and a quantitative evaluation, whereas 
others could have only one of them. Or for example, one evaluation could be preliminary, 
but it could contain some qualitative information. One of the most important attributes of 
this dimension is comparison with other approaches. Ideally, when new feature location 
techniques are introduced, they should be directly compared with existing approaches in 
order to demonstrate their (expected) superior performance.  Articles that include 
comparisons of feature location techniques are very useful to researchers and 
practitioners because they highlight the advantages and limitations of the compared 
approaches in certain settings.  Feature location techniques that appear frequently in 
comparisons are Abstract System Dependence Graphs (ASDG) [Chen'00], Dynamic 
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Feature Traces (DFT) [Eisenberg'05], Formal Concept Analysis-based feature location 
(FCA) [Eisenbarth'03], LSI-based feature location [Lukins'08, Marcus'04], Probabilistic 
Ranking of Methods based on Execution Scenarios and Information Retrieval 
(PROMESIR) [Poshyvanyk'07a], software reconnaissance [Wilde'95], and Scenario-
based Probabilistic Ranking (SPR) [Antoniol'06].  UNIX grep is also another popular 
point of comparison because programmers often use it to search for relevant code. 

3.7. Software Systems used for Evaluation 

A wide variety of software systems have been studied in feature location research, and 
the size and type of systems used in a case study reflect, to a degree, the applicability of a 
technique.  By reviewing the software systems that have previously been used for feature 
location, some patterns emerge.  Some of the more popular systems are web browsers 
like Mozilla4, Firefox5, Mosaic, and Chimera6.  Other systems that have been investigated 
frequently are Eclipse7, jEdit8, and JHotDraw9.  For some of these systems, there are a 
few datasets that are repeatedly used, but the majority of papers evaluate their techniques 
on datasets extracted from these systems, and which are never used in other evaluations. 
In other words, there is no de facto benchmark proposed and we argue that there should 
be one. Beside these popular systems, an abundance of other software systems have been 
studied.  The systems on which a feature location technique has been applied are listed in 
the taxonomy.  Having a comprehensive list of the software systems studied for feature 
location allows researchers to identify good candidates for systems to use in their own 
evaluations, or even better, to build benchmarks for these systems and make them 
publicly available.  In addition, it allows practitioners to recognize approaches that may 
be successfully applied to their own software if the program they wish to apply a feature 
location technique to is similar to a system on which the approach has already been used. 

3.8. Other Attributes not Included in the Taxonomy 

While classifying the papers based on this taxonomy, we initially considered including 
the dimensions, such as tool availability and reproducibility, each with their two binary 
attributes yes and no. For example, if the paper introduces a new tool that is made 
publicly available for others to use, we would mark that attribute accordingly. Similarly, 
if the evaluation provided enough details about the design of the study so that other 
researchers could reproduce it, we would mark the evaluation of the paper as 
reproducible. However, it turned out that actual categorization was quite subjective, and 
there was a considerable amount of disagreement between the authors of the survey, that 
we decided to exclude these dimensions. In order to categorize the papers based on these 
dimensions a panel of experts should evaluate these artifacts (e.g., steps towards this 
model have been already done for accepted research papers at ESEC/FSE 201110 by 
Artifact Evaluation Committee). 

4. SURVEY OF FEATURE LOCATION TECHNIQUES 

This section describes in detail the systematic process used to survey the literature as well 
as summarizes the 89 articles reviewed for this survey. 

                                                           
4 http://www.mozilla.org/ (accessed and verified on 03/01/2011) 
5 http://www.mozilla.org/firefox (accessed and verified on 03/01/2011) 
6 http://www.chimera.org/ (accessed and verified on 03/01/2011) 
7 http://www.eclipse.org/ (accessed and verified on 03/01/2011) 
8 http://www.jedit.org/ (accessed and verified on 03/01/2011) 
9 http://www.jhotdraw.org/ (accessed and verified on 03/01/2011) 
10 http://2011.esec-fse.org/cfp-research-papers (accessed and verified on 03/08/2011) 
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4.1. Performing Systematic Review Process 

In this section we provide details on how we performed the systematic review process to 
institute our survey.  We start this process with an initial search phase which includes the 
identification of highly relevant venues.  More specifically, we selected journals, 
conferences, and workshops papers where research on feature location is within their 
respective scopes.  Table 2 lists the abbreviations and names of the venues. 

After performing our preliminary search for relevant venues, in the article selection 
phase, we manually identified literature which meets our inclusion criteria while filtering 
articles using our exclusion criteria (see Section 2.2).  Titles, abstracts, keywords and 
entire articles were cautiously inspected to determine whether or not they should be 
included in the survey.  The two authors of this paper were responsible for identifying 
suitable articles using the selection criteria, however, the selections were later confirmed 
during the article classification phase by all the authors.  

Figure 2 shows the distribution of articles across the venues.  The height of the bars 
represents the number of feature location articles published.  Venues at which only one 
surveyed paper was published are grouped together in the “Other” bar.  Filled bars 
represent journals, and gray bars denote conferences and workshops. 

Using the taxonomy presented in the previous section the selected articles were 
classified.  During the article classification phase all four authors separately classified 
each of the selected research papers.  For each dimension, the authors identified whether 
or not the attributes of the taxonomy were applicable to the research papers.  Attribute 
selection for a given dimension is not exclusive.  That is, multiple attributes may apply to 
a given dimension while classifying a particular paper.  Following the categorization of 
the papers by all the authors an agreement was computed.  Initially there were a few 
disagreements between author's classifications, however, following a meeting in which 

Table 2 Venues which have published the articles included in this survey 

Type Acronym Description 

Journal JSME 
 
JSS 
TOSEM 
TSE 

Journal on Software Maintenance and Evolution: Research and 
Practice 
Journal on Systems and Software 
ACM Transactions on Software Engineering  and Methodology 
IEEE Transactions on Software Engineering  

Conference AOSD 
APSEC 
ASE 
CSMR 
 
ESEC/FSE 
 
ICSE 
ICSM 
IWPC/ICPC 
 
VISSOFT 
 
WCRE 

Aspect-Oriented Software Development 
Asia Pacific Software Engineering Conference 
International Conference on Automated Software Engineering 
European Conference on Software Maintenance and 
Reengineering 
European Software Engineering Conference/ACM SIGSOFT 
Symposium on the Foundations of Software Engineering 
International Conference on Software Engineering 
International Conference on Software Maintenance 
International Workshop/Conference on Program 
Comprehension 
International Workshop on Visualizing Software for 
Understanding and Analysis 
Working Conference on Reverse Engineering 
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authors discussed their reasoning we were able to reach a consensus on the classification 
of all the papers.  Additionally, the discussion helped revising some details of the 
taxonomy and description of the attributes by identifying ambiguous descriptions. 

The remainder of Section 4 is devoted to summarizing the feature location techniques 
using the taxonomy as a means of structuring the discussion.  More specifically, the 
dimension type of analysis is used to organize the remaining subsections.  When 
summarizing the feature location techniques and multiple articles (i.e., conference and 
journal versions) describe a given approach and share identical classifications, both are 
cited but the summary primarily pertains to the latest version.  The articles are classified 
by the types of analysis used for feature location, and other dimensions of the taxonomy 
are mentioned whenever applicable.  The type of analysis/analyzes employed is the most 
distinguishing characteristic of feature location approaches, so it is a logical choice for 
decomposing the survey.  In the subsections below, the surveyed articles are categorized 
by their use of one or more types of analysis: dynamic; static; textual; dynamic and static; 
dynamic and textual; static and textual; dynamic, static, and textual; and other.  The 
discussion for each paper includes a brief characterization of the approach, distinguishing 
features from other approaches, tool support, and some details of the evaluation. Table 3, 
Table 4 and Table 5 (located after the references) present the articles and their 
classification within the dimensions of the taxonomy. Table 3 and Table 4 present the 
approaches, whereas Table 5 presents the tools and the case studies. 

4.2. Dynamic Feature Location 

Dynamic feature location relies on collecting information from a system during runtime.  
Dynamic analysis has a rich research history in the area of program comprehension 
[Cornelissen'10], and feature location is one subfield in which it is used.  A number of 
dynamic approaches exist that deal with feature interactions [Egyed'07, Salah'04, 
Salah'06], feature evolution [Greevy'05, '06], hidden dependencies among features 
[Fischer'03], as well as identifying a canonical set of features for a given software system 
[Kothari'06].  These techniques are beyond the scope of this survey which focuses only 

 
Figure 2 Distribution of the surveyed articles. Black bars represent journals and gray bars 
denote conferences. The values above the bars represent the number of feature location 

papers published in that venue 
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on approaches that seek to identify candidate program elements that implement a feature.  
This subsection summarizes articles that achieve this goal using dynamic analysis.  

Software reconnaissance [Wilde'92, Wilde'95] is one of the earliest feature location 
techniques, and it relies solely on dynamic information.  Two sets of scenarios or test 
cases are defined, such that some scenarios activate the feature and the other scenarios do 
not, and then execution traces of all the scenarios are collected.  For example in a word 
processor, if the feature to be located is spell checking, feature-specific scenarios would 
activate the spell checker and the other scenarios would not.  Feature location is then 
performed by analyzing the two sets of traces and identifying the program elements 
(methods) that only appear in the traces that invoked the feature, using both Deterministic 
and Probabilistic Formulations.  This idea of comparing traces from scenarios that do and 
do not invoke a feature has been heavily used and extended by other researchers in the 
field.  The software reconnaissance approach has been implemented in tools such as 
RECON2 and RECON311.  This approach was evaluated on small C systems, using a 
small number of scenarios, and the results show that the software reconnaissance is useful 
in indicating small portions of code where developers should look at. A study involving 
professional developers [Wilde'95] showed evidence that software reconnaissance could 
be easily adopted by professional developers. In terms of potential limitations of this 
technique, the results produced are heavily influenced by the quality of the scenario and 
traces provided. In addition, approach can be used in finding a subset of the artifacts that 
correspond to a particular feature, but it cannot guarantee in finding all of the related 
artifacts for a feature. In other words, it provides a very good starting point. Finally, this 
technique cannot be applied for finding features that are always present in the program, 
and for which there are no test cases that can and cannot exercise that feature. 

An extension of the software reconnaissance approach is Dynamic Feature Traces 
(DFT) [Eisenberg'05], which works as follows.  The developer provides several scenarios 
or test cases that exercise the features in order to collect execution traces. Next, all pairs 
of method callers and callees are extracted from the traces, and each method is assigned a 
rank for the feature.  The rank is based on the average of three heuristics: multiplicity, 
specialization, and depth.  Multiplicity is the percentage of a feature’s tests that exercise a 
method compared to the percentage of methods in each non-feature’s set of tests.  
Specialization is the degree to which a method was only executed by a feature and no 
others.  Depth measures how directly a set of tests exhibits a feature compared to the 
other test sets. This approach was implemented in a prototype tool. This paper also 
presents a preliminary evaluation on three Java systems where DFT and the software 
reconnaissance technique were compared. The results of this study revealed that software 
reconnaissance is not as effective as DFT in finding relevant code. Since this technique is 
an extension of software reconnaissance, its limitations are similar.  

Wong et al. [Wong'99] proposed a technique based on execution slices, which is able 
to produce results at a finer level of granularity, such as statements, basic blocks, 
decisions or variable uses, as opposed to producing results at method level-granularity. 
This technique requires as input a few test cases that exercise and a few test cases that do 
not exercise the feature of interest. The dynamic information extracted from the 
instrumented system, on which the test cases were run, consists of the statements that 
were executed, as opposed to a list of methods. Using this information, this technique is 
able to distinguish between code that is unique to a feature and code that is common to 
several features. The tool that implements this approach is called χVue [Agrawal'98], and 
it supports program instrumentation and collecting execution information. In addition it 
provides a visualization of the statements relevant to a feature. The evaluation of this 

                                                           
11 http://www.cs.uwf.edu/~recon/ (accessed and verified on 03/01/2011) 
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technique based on execution slices was performed on five feature of a small C system 
called SHARPE [Sahner'86]. The results of the evaluation indicate that the output 
produce by the technique can be used by developers as a starting point for analyzing the 
feature of interest. In addition, based on a qualitative analysis of the results, the authors 
hypothesize that using static information might enhance the results. 

Eisenbarth et al. [Eisenbarth'01b, Eisenbarth'01c] introduced a technique for 
generating feature component maps utilizing dynamic information.  Given execution 
traces resulting from various usage scenarios (covering a set of features of a system) 
concept analysis is applied to reveal relationships between features and components in 
addition to feature to feature relationships. Based on the resulting concept lattice a feature 
component map is derived and used to identify components of interest given a particular 
feature. Additionally, a case study is performed on using Xfig as the subject software 
system demonstrating the value of their approach for generating feature component maps. 

Safyallah and Sartipi [Safyallah'06] introduced an approach that applies a data mining 
technique on the execution traces. This technique consists of analyzing using sequential 
pattern mining a set of execution traces, which are collected from a set of feature specific 
scenarios. This technique is able to identify continuous fragments of execution traces, 
called execution patterns, which appear in at least a given number (i.e., MinSupport) 
among all the execution traces. These execution patterns undergo a set of refinements 
based on adjusting the MinSupport threshold. The results of this approach are a set of 
continuous fragments of execution traces which correspond to a particular feature. A 
preliminary case study was performed on a medium size C system, called Xfig12, and the 
results show that this approach is able to identify a set of core methods that are specific to 
the input feature. This technique has the advantage of reducing the complexity of 
analyzing large traces, by identifying their relevant parts. In addition, the sequence of 
operations from the trace is not altered, and this approach is even able to locate execution 
patterns specific for less visible features, such as mouse pointer handling, canvas view 
updating, and other. An extension of their approach [Sartipi'10] allows the extracted 
execution patterns to be distributed over a concept lattice, in order to distinguish the 
common group of functions from the feature-specific group of functions. The advantage 
of using the concept lattice is that it provides developers the chance of identifying a 
family of closely related features in the source code. An evaluation of this new approach 
on two C programs, Xfig and Pine13, showed promising results for identifying feature 
specific functions, as well as common functions. 

A feature location technique designed specifically for distributed systems is 
introduced by Edwards et al. [Edwards'06]. This technique aims at reducing the 
imprecision that tends to be associated with existing dynamic FLTs applied on 
multithreaded or distributed systems. The imprecision of existing techniques stems from 
the stochastic nature of distributed systems, and from the inability of the technique to 
identify correctly the order and the time events happen. To overcome this problem, 
Edwards et al. proposes a definition of time intervals based on causal relationships among 
events (messages). For example, events are order temporally in a single process, and the 
events from different processes are causally ordered by message passing. The technique 
not only requires execution information about the system as input, but it also requires the 
developer to identify the first and last event associated with a feature. The technique 
identifies all the events that causally follow or precede a feature’s starting and ending 
events, respectively. This sequence of events is called an interval. The output produced 

                                                           
12 http://www.xfig.org/ (accessed and verified on 03/01/2011) 
13 http://www.washington.edu/pine/(accessed and verified on 03/01/2011) 
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by the technique is a ranked list of program elements which are assigned a component 
relevance index, which is the proportion of executions of that element which occur during 
a feature’s interval. A preliminary evaluation on a large scale distributed system indicate 
that the technique is able to distinguish between feature related code and not feature 
related code, based on the component relevance index associated with each program 
element. The technique is useful for any distributed system for which the program 
instrumentation does not significantly alter their behavior. 

Bohnet et al. [Bohnet'08b] proposed a technique that allows developers to visualize 
various characteristics of the execution information in order to gain insight into how 
features are implemented in the code. The developer provides as input a scenario that 
triggers a feature of interest in the system in order to collect an execution trace. The 
execution trace is used as an input for an analysis tool and various characteristics of the 
execution trace are presented to the developer using advanced visualization views. These 
views are synchronized among each other, which mean they allow to simultaneously 
present the same information extracted from the trace from different perspectives. For 
example, the portions of the trace that are highlighted by the developer and which have a 
correspondence in the source code are also highlighted. A change in a view updates the 
information in the other views. The approach was compared against grep in a preliminary 
evaluation involving a large C/C++ software system. In this evaluation, grep was shown 
to be unpractical, because it returned too many results, whereas using the tool a developer 
was able to locate the concept of interest in less than half an hour and without having 
prior knowledge about the system. The advantage of this technique is that the advanced 
visualization allows the developer to manage the complexity associated with a large 
execution traces. 

One of the main shortcomings of FLTs based on dynamic analysis is in the overhead 
it imposes on a system’s execution.  In distributed and time-sensitive systems, the use of 
dynamic analysis can be prohibitive.  Edwards et al. [Edwards'09] report on their 
experiences using dynamic analysis to perform feature location in time-sensitive systems.  
Instrumenting a software system in order to collect execution traces of the program 
elements that are invoked affects the system’s runtime performance.  Edwards et al. 
developed a minimally intrusive instrumentation technique called minist that reduced the 
number of instrumentation points while still keeping test code coverage high.  For an 
initial evaluation, Apache’s httpd14 and several large in-house programs were used, and 
minist was compared to uninstrumented executions as well as several other tools for 
collecting traces.  The minist approach increased execution time by only 1% on httpd, 
while the other tracing tools caused increases of 7% to over 2,000%. 

Another systematic survey of feature location approaches utilizing execution 
information can be found in a comprehensive survey of approaches to program 
comprehension via dynamic analysis [Cornelissen'10]. 

4.3. Static Feature Location 

In contrast to dynamic feature location, static feature location does not require execution 
information about a software system. Instead, its source code is statically analyzed and its 
dependencies and structure are explored manually or automatically. Some static FLTs 
leverage several types of control and data dependencies. Other static techniques use the 
structure of a software system’s dependencies. In general, the static FLTs require not 
only a dependence graph, but also a set of software artifacts which serve as a starting 
point for the analysis in order to generate program elements relevant to the initial set. The 
initial set of artifacts is usually specified by the developer. 

                                                           
14 http://httpd.apache.org/ (accessed and verified on 03/01/2011) 
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Chen and Rajlich [Chen'00] introduced the concept of Abstract System Dependence 
Graphs (ASDG), which are based on abstracting the System Dependence Graphs (SDG). 
The nodes of an ASDG are either functions or global variables, and the edges between 
nodes represent either control dependencies between functions or data flow between 
variables. The static concept location technique that uses ASDGs require as input a 
statically built dependence graph as well as a starting node which is selected by the 
developer. The starting node can be a program element relevant to the feature, which is a 
priori known by the developer, or it can be a randomly selected node, or it can be the 
node corresponding to the main method. This FLT requires at each step feedback from 
the developer, which investigates a node and decides if it is relevant to the feature or not. 
The FLT keeps track of the search graph (i.e., visited components and their neighbors) 
and based on the developer’s feedback about the relevant and irrelevant nodes, it updates 
and expands the search graph and tries to propose only relevant nodes. This process 
continues until the developer has found all the program elements related to the 
maintenance task. The tool that supports this static FLT based on ASDGs is called 
Ripples [Chen'01b]. Ripples is not only able to generate the ASDG from the source code 
of C programs, but it also visualizes the graphs and allows the developer to input her 
feedback about which node is relevant. Another tool implementation of this static FLT is 
called JRipples [Buckner'05]. This tool is an Eclipse plug-in, which supports feature 
location on Java systems. Unlike Ripples, JRipples does not have visualization, but it 
provides support for impact analysis and change propagation. The static FLT introduced 
by Chen and Rajlich [Chen'00] was evaluated on the Mosaic web browser. The results 
show that among the 984 functions in Mosaic, the developer performing concept location 
on a maintenance task was able to partially comprehend the system by investigating only 
22 (2%) of the functions.  

Robillard and Murphy [Robillard'02, '07a] developed the Concern Graphs 
representation, which allows the representation of a concern (or feature) in an abstract 
way. This abstraction allows creating and storing mappings between features and source 
code. A Concern Graph encapsulates a subset of program elements and a set of relations 
between them. These relations are based on the static dependencies between the program 
elements. The tool that was implemented to support Concern Graphs is called FEAT 
(Feature Exploration and Analysis Tool). FEAT allows developers to visualize the 
Concern Graphs, to explore the Concern Graph and examine the source code associated 
with the program elements of the graph, and to allow developers to alter the Concern 
Graph by adding or removing program elements and relations. In an evaluation involving 
developers that were required to locate a concern in a Java system, the Concern Graphs 
representation was shown to be appropriate for expressing the concerns during 
maintenance tasks, as well as for manipulation or analysis of the concerns. In addition, 
Concern Graphs are easy and intuitive to use even by unfamiliar developers, and they can 
be used even for industrial-sized systems. 

Robillard [Robillard'05a, Robillard'08] introduced an approach that analyses the 
topology of structural dependencies in a program in order to propose relevant program 
elements for the developer to investigate. One of the differences between this approach 
and ASDGs is that it requires less interaction from the developer. Robillard’s approach 
takes as input a set I of program elements which are marked as relevant by the developer. 
The approach examines the structural dependencies of the elements in I and the rest of 
the system and produces a suggestion set S. Both the input and output sets are fuzzy sets, 
which means that a program element is part of that set with only a degree of certainty. In 
other words each element from the set has associated a value that signifies its relevance. 
The relevance values are based on two metrics, namely specificity and reinforcement. A 
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program element’s specificity measure is inversely proportional with the number of 
program elements related to it. In other words, a program element is more specific than 
other if it has fewer program elements related to it. A program element’s reinforcement 
measure is directly proportional with the number of elements of interest related to it. A 
tool that supports tool the management of concerns which are scattered throughout the 
code is called ConcernMapper15 [Robillard'05b]. This Eclipse plug-in can be used by 
programmers to specify the initial set of interest relevant to a task. The tool that actually 
implements the FLT via topology analysis is called Suade16 [Weigand-Warr'08]. An 
evaluation on a few medium-size java systems show that given an initial set of program 
elements, the approach is able to return a ranked list of program elements, where the top 
entries are highly relevant to the initial program elements. In other words, the approach is 
able to suggest program elements worthy of investigation to developers and at the same 
time it can avoid suggesting less interesting (irrelevant) ones. 

Saul et al. [Saul'07] introduced FRAN (Finding with RANdom walks), an approach 
that recommends a set of related program elements (e.g., methods) given a specific 
starting point as an input. FRAN only uses the structural information about a system (e.g., 
method call graph) and conceptually FRAN generalizes Robillard’s approach 
[Robillard'05a]. This is because FRAN also takes as an input a program element e that 
has some interest to the developer, and builds a program dependence graph of the 
neighborhood of e. The main difference is that FRAN uses a larger set of related program 
elements and ranks them using the scores produced by applying a random walk algorithm 
[Kleinberg'99] to the program dependence graph (as opposed to ranking the elements 
using the specificity and reinforcement metrics). An evaluation on the Apache HTTPD 
system was performed and FRAN was compared against Suade and FRIAR (Frequent 
Itemset Automated Recommender), an approach inspired from Association Rule Mining 
which ranks program elements based on the support values. The results showed that 
FRAN produced better results (in terms of returning relevant methods) than FRIAR and 
Suade. 

While ASDGs and topology analysis use both control and data dependencies to some 
extent, Trifu [Trifu'08] introduced an approach to feature location based only on static 
dataflow analysis. The input for this approach is a set of variables, called information 
sinks, that are selected by the developer and which are used as starting points to identify 
all the parts of the source code where the values from the variables propagate. This is 
done by tracking the dataflow dependencies in the code. Because the granularity of the 
input program elements is more fine grained (i.e., variables), the results are also more 
fine grained than other FLTs. The tool that implements this approach is called CoDEx 
(Concern Discrimination and Explorer), which allows developers to mark the variables of 
interests and presents the parts of the source code which are related to the input variables. 
An initial evaluation was performed on JHotDraw. For this evaluation, the information 
sinks selected were all the variables with no outgoing dataflow paths, and the approach 
grouped the 6,049 variables into 310 concerns (features). A manual inspection of a few of 
these concerns revealed that program elements grouped under the same concern are 
highly relevant to that concern (feature). Trifu [Trifu'09] improved this dataflow based 
concern identification approach by introducing the concept of information sources, which 
define boundaries for a concern. 

 
 

                                                           
15 http://www.cs.mcgill.ca/~martin/cm/ (accessed and verified on 03/01/2011) 
16 http://www.cs.mcgill.ca/~swevo/suade/ (accessed and verified on 03/01/2011)  
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4.4. Textual Feature Location 

Source code comments and identifiers are embedded within textual information about 
features of the systems. Feature location techniques based on textual analysis are aiming 
at establish a mapping between the textual description of a feature given by the developer 
and the parts of the source code where that feature is implemented. The approaches to 
establish the mapping between the description of the feature and the source code include 
textual search with grep [Petrenko'08], Information Retrieval [Cleary'09, Gay'09, 
Marcus'04, Poshyvanyk'07b], and natural language processing [Hill'09, Shepherd'07]. 

One simple way of searching for code that is relevant to a task is by using a textual 
search that describes that task. For example, developers formulate a query that describes 
the feature they are looking for and then use a tool such as grep to find and investigate 
lines of code that match the query.  Petrenko et al. [Petrenko'08] developed a feature 
location technique based on grep and ontology fragments. The ontology fragments store 
partial domain knowledge about a feature. The hypothesis of this approach is that 
ontology fragments help developers formulate queries and guide their investigation of the 
results, which would increase the effectiveness of the feature location. As programmers 
gain more knowledge of the system, the ontology fragments can be refined and expanded. 
The tool used to support the management of the ontology fragments is called Protégé17. 
An exploratory study on two large systems, Eclipse and Mozilla, showed that for locating 
a bug in the code, ontology fragments required, on average, a few source code methods in 
Mozilla and Eclipse to be inspected. These results were comparable to other feature 
location techniques [Liu'07, Poshyvanyk'06a] in which programmers also only had to 
examine about ten methods. 

Wilson [Wilson'10] extended Petrenko et al.’s approach, by introducing a systematic 
approach for formulating queries based on ontology fragments, which represent partial 
knowledge about the system. Using an ontology fragment, the developer can formulate a 
query based on the terms that are present in the ontology fragment, and it can provide that 
query as an input for grep. A preliminary evaluation involving four developers that were 
required to perform concept location on the Mozilla and Eclipse systems reveal the fact 
that only a small and partial knowledge about the system is sufficient for successfully 
locating a concept in the code. 

Information Retrieval (IR) is a more advanced technique that can be used instead of 
the traditional grep pattern matching. Marcus et al. [Marcus'04] use Latent Semantic 
Indexing [Deerwester'90] to map the feature descriptions expressed in natural language 
by developers to source code.  LSI is an advanced IR technique that infers relations 
between words and passages in large bodies of text. A corpus is created from extracting 
all identifiers and comments from the source code of a system. The corpus is 
preprocessed by splitting compound identifiers based on common naming conventions. 
The corpus is partitioned into documents representing all terms associated with a program 
element.  Documents can be of different granularities, such as classes or methods.  The 
corpus is then transformed into an LSI subspace through Singular Value Decomposition 
(SVD).  After SVD, each document in the corpus has a corresponding vector.  To search 
for code relevant to a feature, a programmer formulates a query consisting of terms which 
describe the feature.  The query is also transformed into a vector, and a similarity 
measure between the query vector and all the document vectors is used to rank 
documents by their relevance to the query.  The similarity measure is known as the cosine 
similarity because it computes the cosine between the query and document vectors. The 
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output produced by this FLT is a list of methods ranked by their textual similarity with 
the developer input query. The approach was evaluated on the Mosaic web browser, 
using the same feature used in the study by Chen and Rajlich [Chen'01b]. The new 
approach was compared against grep and ASDGs, and several advantages were found. 
LSI is as easy to use as grep, yet it produces better results.  Also, LSI was able to identify 
some relevant program elements missed by ASDGs.  Recently, LDA has been applied for 
bug localization [Lukins'08, Lukins'10].  The proposed approach was compared to LSI 
and has been shown to be an effective alternative to using LSI for concept location. 

Poshyvanyk and Marcus [Poshyvanyk'07b] added Formal Concept Analysis (FCA) to 
the feature location that uses LSI.  FCA takes as input a matrix specifying objects and 
their associated attributes and then produces clusters, called concepts, of the objects 
based on their shared attributes.   These concepts can be organized hierarchically in a 
concept lattice.  In this case, the objects are methods and the attributes are words that 
appear in the source code of those methods.  To combine the two types of analyses, LSI’s 
ranked results are clustered using FCA.  The top k attributes of the first n methods ranked 
by LSI are used to construct FCA’s input matrix and create a lattice.  Nodes in the lattice 
have associated attributes (terms) and objects (methods), and programmers can focus on 
the nodes with attributes similar to their query to find feature-relevant methods. The new 
feature location technique based on FCA was compared against the FLT that uses LSI 
alone on two maintenance tasks of Eclipse, and the results show that the new approach is 
able to group relevant information using concept lattices, which means that developers 
can locate a concept in code by analyzing fewer methods, as opposed to the case where 
the results are presented as a ranked list. 

Cleary and Exton [Cleary'07, Cleary'09] also use IR for feature location, but their 
solution incorporates non-source code artifacts, such as bug reports, mailing lists, 
external documentation, etc.  Their approach, called cognitive assignment, considers 
indirect correspondences between query and document terms so that relevant source code 
can be retrieved even if it does not contain any of the query terms.  Queries are expanded 
by analyzing term relationships from both source code and non-source code artifacts. 
This approach was implemented by extending the cognitive assignment Eclipse plug-in 
[Cleary'06] to incorporate the expansion queries mechanism. A case study was conducted 
on Eclipse in which cognitive assignment was compared to other IR techniques, such as 
language modeling [Zhai'04], dependency language model [Gao'04], vector space model 
[Salton'86], and LSI. The results show that cognitive assignment matches the 
performance of the other IR techniques and in some cases it outperforms them. 

The results of any textual feature location technique are heavily influenced by the 
quality of the queries used. In other words, a textual FLT could produce more accurate 
results if the developer formulates more accurate queries, by refining or modifying 
existing ones. Gay et al. [Gay'09] introduce the notion of relevance feedback into textual 
feature location with IR.  Relevance feedback incorporates user input to improve IR 
results.  After IR returns a ranked list of program elements relevant to a query, the 
developer rates the top n results as relevant or irrelevant.  Then a new query which 
incorporates the developer feedback is automatically formulated and new results are 
returned, and the process repeats. A case study was performed in which a single 
developer was asked to use IR and relevance feedback to locate the source code 
associated with change requests (representing features) in Eclipse, jEdit, and 
Adempiere18.  Each change request had associated with it a patch that was used to 
implement the change request, and these patches were used to generate the gold set of 

                                                           
18 http://sourceforge.net/projects/adempiere/ (accessed and verified on 03/01/2011) 
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methods used in the evaluation.  The results indicate that relevance feedback is more 
effective and efficient than a pure IR-based approach.  

Similarly to Information Retrieval, Independent Component Analysis (ICA) 
[Comon'94] can examine source code text to identify features and their implementations 
[Grant'08].  ICA is a signal analysis technique that separates a set of input signals into 
statistically independent components.  To apply ICA for feature location, a term by 
document matrix is constructed in which the rows correspond to methods, columns 
represent terms, and cells contain the frequency of a term in a method.  ICA factors the 
matrix into two new matrices.  The first new matrix, called the source signal matrix, 
stores independent signals which can be thought of as features.  The second new matrix, 
the mixing matrix, holds information about how relevant each signal is to a method.  
Unlike feature location with LSI, feature location with ICA does not need a query for a 
specific feature since it seeks to identify multiple independent signals (features) at once. 
A preliminary evaluation on a medium size C program showed that ICA was able to 
identify a few key concepts from the code.  

Textual feature location techniques are not limited to using IR only.  Shepherd et al. 
[Shepherd'06] proposed a technique that leverages information about the use of verbs and 
their direct objects (nouns) in source code identifiers to create a natural language 
representation of the code called an Action-Oriented Identifier Graph (AOIG). In the 
AOIG, all the verb-direct object (verb-DO) pairs are extracted from the code and a 
mapping between each verb-DO and the code is kept. An Eclipse plug-in called 
ViRMoVis was created to implement this approach. The developer formulates a query in 
the form of a verb, and ViRMoVis suggests a set of direct objects associated with that 
verb. The developer then selects the appropriate direct objects (i.e., refines the query), 
and the tool displays all the uses of the selected verb-DO pairs. An exploratory study on 
the Java JHotDraw system revealed that using ViRMoVis a developer was able to locate 
a feature by examining only a small number of classes and methods. 

Hill et al. [Hill'09] also used NLP and the idea of query expansion and refinement in 
their approach to feature location based on contextual searching.  Instead of focusing on 
verbs and direct objects, their analysis centers on three types of phrases: noun phrases, 
verb phrases, and prepositional phrases.  The phrases are extracted from method and field 
names and additional phrases are generated by also looking at a method’s parameters.  
Once the phrases are extracted, they are grouped into a hierarchy based on partial phrase 
matching.  The phrases are linked to the source code from which they were extracted.  An 
Eclipse plug-in and a PHP script were created to implement this approach. A user looking 
for a particular feature formulates a query and the tool searches the extracted phrases for 
matches.  The result returned to the user is a hierarchy of phrases and the method 
signatures associated with them, giving some context to the results.  This approach was 
evaluated on Rhino, on a subset of features from the benchmark created by Eaddy et al. 
[Eaddy'08b], as well as on a subset of features used in the evaluation by Shepherd et al. 
[Shepherd'07]. For the evaluation, 22 developers (17 of them with 1 to 9 years of industry 
experience) assessed the two approaches, and the results show that contextual search has 
been shown to significantly outperform the verb-direct object approach both in terms of 
effort (number of queries needed) and effectiveness (f-measure).  

Abebe and Tonella [Abebe'10] introduced an approach that extract concepts from 
source code by applying NLP techniques. The identifiers from the program elements are 
extracted and candidate sentences that use those identifiers are formed. Some of the 
sentences that do not follow certain rules are eliminated, and the remaining sentences are 
used as an input for creating ontologies that capture the concepts and the relations from 
the source code. The identifiers represent the concepts, and the semantics of the sentences 
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establish the relations in the ontology. A preliminary evaluation on the WinMerge system 
revealed that enhancing the queries using information from the ontologies increases the 
precision of concept location, by allowing developers to formulate more precise queries 
and by reducing the search space. Approach by Abebe and Tonella’s is relevant to 
Petrenko et al.’s [Petrenko'08] approach, but the main difference is that the former 
approach automatically generates the ontologies, whereas for the latter approach the 
ontologies were generated manually by developers. 

Würsch et al. [Würsch'10] leveraged static analysis and semantic web-based 
technologies to provide users with a natural language guided query interface to answering 
program comprehension questions.  More specifically, Resource Description Framework 
(RDF) is used to model source code entities and their properties/relationships resulting in 
RDF graphs.  The Web Ontology Language (OWL) is used to model an ontology for 
source code.  This allows developers to query source code with some natural language 
guided vocabulary within their IDE. Developers can form questions such as "What 
method calls ...?" and "What attributes have the type ...?". The authors conducted a case 
study with JFreeChart to demonstrate the usefulness of their technique.  With that, the 
authors provided some first evidence that their technique is capable of answering 
questions in natural language form. 

4.5. Combined Dynamic and Static Feature Location 

The combination of dynamic and static analysis is a well-known and powerful 
combination in other areas of research such as testing and program analysis [Dufour'07, 
Ernst'03].  This combination has also been applied for feature location.  Dynamic analysis 
can be used to reduce the search space to only those program elements that were executed 
in a trace, and then static analysis can work on the smaller set of program elements to 
rank them or find additional relevant elements. 

Eisenbarth et al. [Eisenbarth'01a, '03] proposed an approach that clusters the 
execution information collected about the system using concept analysis. Several 
execution traces that exercise different features are collected from the instrumented 
system. The information from the traces is extracted and used as an input for concept 
analysis, which treats the methods as objects and the features invoked during the 
execution scenario as attributes. The result of concept analysis is a concept lattice which 
can be investigated by the developer in order to identify candidate program elements that 
are solely relevant to a feature or contribute to a feature but are also used by other 
features.  The program elements located by this approach are only a subset related to a 
feature (i.e., a starting point), and developers seeking additional relevant code can follow 
an approach similar to ASDGs.  In a preliminary evaluation on two C browsers, Mosaic 
and Chimera, the approach was able to recover a partial description of the software 
architecture responsible to implement the set of features used as input. The results also 
show that out of the large number of methods from the browsers, very few methods 
needed to be inspected manually. Koschke and Quante [Koschke'05] adapted this 
approach to collect input traces at statement level granularity, which means the approach 
is able to locate features at the level of  basic blocks (as opposed to method-level 
granularity). An evaluation conducted on two compilers, sdcc and cc1, confirmed the 
findings of the previous approach, and proved that this FLT could be used in practice. 
The advantage of combining concept analysis with dynamic information is that the 
concept lattice will handle the differences among the traces that arise during the 
invocation process. 

To overcome the imprecision and noise associated with collecting dynamic data, 
Antoniol and Guéhéneuc [Antoniol'05, Antoniol'06] introduced the Scenario-based 



24  B. Dit M. Revelle M. Gethers and D. Poshyvanyk 

 
CRC to Journal of Software Maintenance and Evolution: Research and Practice 

Probabilistic Ranking (SPR) approach, which combines both dynamic and static data for 
identifying a feature’s relevant program elements (methods).  The idea behind SPR is to 
assign for each event from an execution trace a probability of that event being associated 
with a feature and then rank all the events.  In SPR, similar to software reconnaissance, 
two sets of scenarios are defined, scenarios that do and do not exercise a feature, and 
method-level execution traces are collected for each scenario.  Intervals correspond to a 
subsequence of contiguous events (method calls) from the traces, where I is an interval 
from a relevant scenario, and I’ is an interval from an irrelevant scenario.  Events are 
classified as relevant to a feature or not by determining if their frequency in interval I is 
greater than their frequency in interval I’.   For any interval, an event’s frequency is 
computed as the ratio of the number of times the event appears in an interval over the 
total number of events in the interval.  Essentially, determining whether an event is 
relevant to a feature or not is a statistical hypothesis test.  The null hypothesis is that an 
event’s frequency in the two types of intervals is the same.  A threshold, Θ, is chosen, 
and if an event is classified as relevant to a feature more than Θ times, the null hypothesis 
is rejected with a confidence level α.  Events are also ranked by their relevance to a 
feature using a relevance index score that is computed from the number of times an event 
appears in relevant intervals versus the number of times it appears in irrelevant intervals. 
The source code is represented as an Abstract Object Language (AOL) using static 
analysis. This format that represents the program’s architecture is used for highlighting 
the ranks of the elements identified using the dynamic analysis. The elements that appear 
in the trace that exercised or not the feature of interest will highlight the program 
architecture differently, which means it will be easy to compare these architecture to find 
out which program elements are part of the feature. SPR has been applied to a number of 
systems including Mozilla, Firefox, Chimera, ICEBrowser, JHotDraw, and Xfig.  Case 
studies have compared SPR directly to feature location using grep, and the concept 
analysis based approach [Eisenbarth'01a, '03].  The results show that because SPR ranks 
its results, it is successful at reducing the amount of data that a programmer needs to 
investigate. In addition, SPR allows developers to visualize the micro architectures of the 
system. 

Rohatgi et al. [Rohatgi'07, Rohatgi'08, Rohatgi'09]  introduced an approach that 
locates features in source code at class level granularity. More specifically, their 
technique takes as input an execution trace and a class or component dependency graph 
(CDG) for feature location based on impact analysis.  Distinct classes are extracted from 
a feature-specific execution trace, and then the CDG is used to rank the classes by the 
impact a change to them would have on the software system.  The hypothesis of this 
technique is that classes with the least amount of impact are most likely related to the 
feature.  In a preliminary evaluation on two Java systems, Weka19, a machine learning 
tool and Checkstyle20, a tool for formatting source code, the approach was able to identify 
and rank appropriately classes relevant to the feature. However, in few cases, the relevant 
classes were not ranked correctly. 

Walkinshaw et al. [Walkinshaw'07] developed a feature location technique based on 
call graph slicing, which uses the concepts of landmarks and barriers. The first step of the 
approach is to identify landmark and barrier methods in a static call graph, where a 
landmark is a method that contributes to a feature and barriers are irrelevant methods. 
Direct paths between landmark nodes, known as hammock graphs, are found, and 
additional dependencies are obtained via backward slicing. Barriers and their 

                                                           
19 http://www.cs.waikato.ac.nz/ml/weka/ (accessed and verified on 03/01/2011) 
20 http://checkstyle.sourceforge.net/ (accessed and verified on 03/01/2011) 
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dependencies are removed from the call graph to prevent exploration of irrelevant 
methods. The output of this approach is a pruned call graph. The technique was evaluated 
on NanoXML21, Freemind22, and JHotDraw, finding that the landmark and barrier 
technique substantially reduces the size of the call graph that a programmer has to 
investigate. 

4.6. Combined Dynamic and Textual Feature Location 

Dynamic and textual analyses are very synergistic when it comes to their use in feature 
location.  Dynamic analysis generally yields good recall, while textual analysis has good 
precision.  Their combination may lead to improved results over individual techniques.  
Both analyses can be used to rank program elements by their relevance to a feature, so a 
logical next step is to combine both of the rankings produced by these techniques.  
Another combination of dynamic and textual analyses is to use dynamic analysis to filter 
the program elements for textual analysis instead of ranking all the program elements in a 
software system. 

Poshyvanyk et al. [Poshyvanyk'06a, '07a] introduced the Probabilistic Ranking of 
Methods based on Execution Scenarios and Information Retrieval (PROMESIR) 
approach, which performs feature location by combining “expert” opinions from two 
existing feature location techniques. The first is Scenario based Probabilistic Ranking 
(SPR) [Antoniol'05, Antoniol'06] and the second is information retrieval with LSI 
[Marcus'04].  Both approaches rank program elements according to their relevance to the 
feature of interest.  Those rankings are combined through an affine transformation to 
produce PROMESIR’s results.  The weight given to SPR or LSI can be varied to reflect 
the amount of confidence that should be assigned to each of the experts. An evaluation on 
Eclipse and Mozilla indicate that PROMESIR outperforms the two techniques on which 
it is based. It is interesting to note that one of the datasets used in the evaluation was 
exactly the same as the one used by Antoniol et al. in their evaluation of SPR. 

Similar to PROMESIR, the Single Trace and Information Retrieval (SITIR) [Liu'07] 
approach is a feature location technique that applies information retrieval on the 
execution information collected from exercising a single scenario relevant to the feature. 
In other words, the technique takes as an input a developer query and a scenario relevant 
to the feature and produces a list of methods which are ranked based on the similarity 
with the query. The novelty of this approach is that it ranks only the methods that appear 
in the execution trace, as opposed to ranking all the methods from the system. This 
innovation reduces dramatically the search space and yields better results. An Eclipse 
plug-in that supports this approach, FLAT3 [Savage'10b], was later developed. An 
evaluation on jEdit and Eclipse compared SITIR against the IR based FLT, SPR and 
PROMESIR. The results showed that in general, SITIR ranked the relevant methods 
higher than the other approaches. 

Asadi et al. [Asadi'10] proposed a feature location technique that identifies cohesive 
and decoupled fragments from execution traces which are related to concepts. The 
approach takes as input a scenario that exercises a feature of interest in order to collect 
the execution trace. The trace is preprocessed in order to remove irrelevant methods to 
the feature (e.g., mouse tracking methods) and to compress the trace (i.e., remove 
repetition of methods) for an easier analysis. The preprocessed trace is used as an input 
for a genetic algorithm that separates the trace into fragments that contain methods that 
are highly cohesive and which are highly decoupled with other fragments. The fitness 
function used in the genetic algorithm is based on the conceptual cohesion metric defined 

                                                           
21 http://devkix.com/nanoxml.php (accessed and verified on 03/01/2011) 
22 http://freemind.sourceforge.net/ (accessed and verified on 03/01/2011) 
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by Marcus and Poshyvanyk [Marcus'05a]. A preliminary evaluation on two Java systems, 
ArgoUML and JHotDraw showed that the approach was able to locate concepts with high 
precision. One of the drawbacks of this technique observed in the evaluation was that 
precision tended to drop for different features that used similar sequences of methods. 

Revelle et al. [Revelle'10] proposed a feature location technique that combines textual 
information with the results produced by applying advanced link analysis algorithms on 
execution information. The approach takes as an input a query and an execution scenario 
that exercises a feature. A program dependence graph is generated from the execution 
trace by using the caller and callees methods as nodes and the relations between them as 
edges. Two link analysis algorithms (i.e., PageRank [Brin'98] and HITS [Kleinberg'99]) 
are applied on the program dependence graph, which associate for each node in the graph 
(i.e., method from trace) a score, based on the nodes relative importance in the graph. 
Any of the PageRank scores, the HITS Authorities or the HITS Hubs scores could be 
used to rank the methods from the execution trace. We refer to this novel FLT as WM. 
An alternative is to filter the methods that are ranked on top or bottom using the link 
analysis scores from the methods that appear in the execution trace, and after that to rank 
the remaining methods using the textual similarity between the methods and the 
developer’s query. We refer to this novel FLT as IRLSIWM. The evaluation of this 
approach was performed on two Java systems, namely Eclipse and Rhino. The Rhino 
data used in the evaluation represents a subset of features from the benchmark created by 
Eaddy et al. [Eaddy'08b]. In the evaluation the WM and the IRLSIWM approaches were 
compared against each other as well as against the LSI based FLT [Marcus'04] and the 
SITIR [Liu'07] approach. The results showed that WM produced more accurate results 
than the LSI approach, but did not perform as good as the SITIR approach. On the other 
hand, the IRLSIWM outperformed all the other approaches.  

Hayashi et al. [Hayashi'10a] proposed iFL, an approach that combines static and 
dynamic analysis, along with relevance feedback to identify source code entities which 
comprise a feature of interest.  The paper claims that the iterative approach leads to 
improved query formulation by end users and the evaluation of relevance during the 
iterative process enhances a users understanding of features implemented in a given 
software system.  iFL requires as input source code, a test case (used to derive dynamic 
dependencies), a query, and hints (relevance feedback) and returns to the user source 
code entities ordered by their respective evaluation scores.  Evaluation of the tool is 
performed using five change requirements of Sched and two change requirements of 
JDraw systems.  The results, which compare the interactive and non-interactive versions 
of the approach, indicate that the iterative technique is capable of reducing the 
understanding cost (based on improvement of lowest ranked relevant method).  

4.7. Combined Static and Textual Feature Location 

Several researchers have combined static and textual analyses for feature location.  This 
combination is a natural choice because either textual analysis can be used to reduce the 
overestimation that static analysis is prone to produce or static analysis can be used to 
find additional candidate program elements given a starting set of highly relevant ones 
from textual analysis.  Thus, combining these two types of analysis has the potential to 
yield better results than either static or textual analysis alone. 

A static, non-interactive approach to feature location (SNIAFL) is introduced by Zhao 
et al. [Zhao'04, '06].  SNIAFL uses Information Retrieval in conjunction with a branch-
reserving call graph (BRCG), essentially an expanded version of a call graph with branch 
information.  An initial set of program elements (i.e., methods) specific to the feature is 
located using information retrieval, and then additional relevant elements are found using 
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the BRCG.   The initial set is produced by using the vector space model to obtain and 
rank methods by their similarity to a query. A gap threshold technique is used to find the 
largest difference between the similarities of consecutive ranked methods.  The methods 
above this gap are considered to be the initial elements specific to the feature.  From the 
initial set, the BRCG is pruned to remove branches that are not in the initial set.  Also, the 
relevance of branches that are included in the initial set is propagated through the graph’s 
dependencies, essentially generating a static pseudo-execution trace.  In case studies on 
two pieces of GNU software, SNIAFL had better precision and recall than both a pure IR 
approach and a purely dynamic approach, lending evidence to the fact that combining 
static and textual analyses is more successful than using them as standalone approaches.    

Similar to the SNIAFL approach, Dora [Hill'07] combines static and textual analysis 
to perform feature location.  Programmers formulate a query which is used to compute a 
method relevance score that is based on the term frequency-inverse document frequency 
of words that appear in the name and body of the method.  Then, starting from a seed 
method selected by the developer, Dora follows static caller/callee edges to identify 
additional relevant methods using the relevance score.  Dora was evaluated on a number 
of open source Java systems and compared to Suade and two naïve textual and static 
approaches. The datasets for these systems were created via a user study [Robillard'07b] 
in which programmers were asked to locate the implementations of several features.  
Dora was found to be the most successful technique in the evaluation. 

In Dora and SNIAFL, one type of analysis is used to prune another.  Shao and Smith 
[Shao'09] combine information retrieval and static control flow information in a different 
manner for feature location.  First, LSI is used to rank all the methods in a software 
system by their relevance to a query.  Then, for each method in the ranked list, a call 
graph is constructed.  A method’s call graph is inspected to assign it a call graph score.  
The call graph score counts the number of a method’s direct neighbors that also appears 
in LSI’s ranked list.  Finally, the method’s cosine similarity from LSI and its call graph 
score are combined using an affine transformation, and a new ranked list is produced.  A 
preliminary evaluation compared the technique against LSI on a C++ program called 
iVistaDesktop, which simulates Microsoft’s Windows Vista operating system.   

Ratiu and  Deissenboeck [Ratiu'06, '07] introduced an approach that recovers the 
mapping between the real world concepts and the relevant parts of the source code.  Their 
approach is not explicitly aimed at feature location but at interpreting programs from the 
point of view of the domain knowledge they implement, which could be features.  They 
developed a framework that describes semantic defects caused by improper naming and 
an algorithm to recover the mappings between ontology elements and program elements.  
The algorithm maps concepts and program elements via graph matching.  Concepts are 
represented in the ontology and programs are abstracted as graphs.  The framework and 
algorithm have been applied to the Java standard library, finding actual examples of 
semantic defects.  

Shepherd et al. [Shepherd'07] employ natural language processing in conjunction with 
static analysis for feature location. The premise of their approach involves the 
observation that in source code, actions are represented by verbs, and nouns correspond 
to objects. Their approach, which is implemented in the tool Find-Concept, has the 
following steps: initial query formulation, query expansion, and a search of the action-
oriented identifier graph model (AOIG).  The developer creates a query consisting of a 
verb and a direct object.  Then, Find-Concept expands the query using NLP and its 
knowledge of the terms used within the software’s source code to recommend new 
queries.  Once the user refines the query, the tool locates nodes in the AOIG that contain 
a verb and direct object from the query and returns the methods to which they are 
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mapped.  Find-Concepts uses program analysis to identify any dependencies between the 
methods returned by the AOIG search and then presents the user with a visualization of 
the results as a graph.  In a user study, Find-Concept’s verb-direct object approach was 
compared to the lexical search provided by the Eclipse IDE and Google Eclipse Search 
[Poshyvanyk'06c] on a suite of open-source Java systems and overall was found to be the 
most effective search technique, without requiring additional effort from the users. 

Hayashi et al. [Hayashi'10b] combined textual analysis and static analysis with 
domain ontologies to link user specified sentences to source code fragments.  Their 
approach returned ordered functional call-graphs (i.e., methods and their invocations of 
the input source code) extracted for the initial call graph of the software system under 
investigation.  Given the source code of a software system, a sentence, and an ontology 
(i.e., directed relations between words) the proposed technique obtains a call graph of the 
system using static analysis, extracts the terms from the source code and the sentence, 
and subsequently traverses the call graph in search of functional call graphs.  
Identification of function call graphs involves using terms of the sentence to identify root 
nodes.  Following the identification of root nodes, paths to traverse are determined by 
locating entities which contain terms from the user provided sentence.  The resulting 
functional call graphs are prioritized according to the importance determined by their 
name, using relations in the ontology, and the ratio of words in the input sentence.  
Evaluation of the technique was performed using seven features of JDraw.  A comparison 
of precision and recall indicated that the use of an ontology provided better results than 
the case where the ontology was not used. 

4.8. Combined Dynamic, Static, and Textual Feature Location 

Cerberus [Eaddy'08a] is a feature location technique that utilizes three types of analysis: 
dynamic, static, and textual.  Currently, it is the only approach that leverages all three 
types of analysis.  At the core of Cerberus is a technique called prune dependency 
analysis (PDA), whereby a relationship between a program element and a feature exists if 
the program element should be removed or modified if the feature were to be pruned 
from the software system.  Given an initial set of relevant elements to be pruned, PDA 
infers additional relevant elements.  Cerberus uses PROMESIR to combine rankings of 
program elements from execution traces with rankings from information retrieval to 
produce seeds for PDA.  Cerberus’ authors created a large benchmark for Rhino23, an 
open source Java implementation of JavaScript, in which the code for over 400 features 
defined in the system’s documentation were manually located.  This benchmark was used 
to evaluate and compare Cerberus to software reconnaissance, SPR, DFT, LSI, finding 
that combining the three types of analysis was the most effective approach. 

4.9. Other Feature Location Techniques 

CVSSearch [Chen'01a] is a feature location technique that uses textual and historical 
information from CVS repositories.  CVS comments generally describe the change made 
to the lines of code which are being committed, and those comments typically hold true 
for many future revisions of the software.  The tool maps the lines of code that were 
changed during CVS commits with the CVS comments associated with those commits. 
This means that if a line of code was changed in multiple commits, it will have associated 
all the CVS comments from those commits. The tool requires as input a query, and 
CVSSearch24 returns all lines of code whose associated comments contain at least one of 

                                                           
23 http://www.mozilla.org/rhino/ (accessed and verified on 03/01/2011) 
24 http://cvssearch.sourceforge.net/ (accessed and verified on 03/01/2011) 
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the query words. The textual search is done using grep.  Each returned line also has a 
score indicating how well it matches the developer query. In a user study involving 74 
students that were required to performed concept location on a few programs from the 
KDE suite, CVSSearch was compared against grep. The results of the evaluation showed 
that even though the CVS comments are a valuable source of information, the 
CVSSearch tool that exploits them complements the traditional grep technique, but it 
does not replace it. 

Hipikat [Cubranic'03, Cubranic'05] is a feature location tool that also makes use of 
archival information for feature location, but instead of identifying candidate program 
elements, Hipikat recommends artifacts from a project’s archives such as online 
documentation, versions, bugs, or communications.  Hipikat forms a group memory from 
a project’s history as recorded in source code repositories, issue trackers, communication 
channels, and web documents [Cubranic'04].  Links between these artifacts are inferred 
using IR.  For example, a source code version can be linked to a bug report if the bug’s id 
is included in a repository commit log message.  This history is used to find relevant 
artifacts in response to a user query.  The query consists of an artifact, potentially a 
program element, for which the user wants recommendations of related artifacts.  Hipikat 
responds with a list of artifacts ranked by their relevance.  The tool has been used in two 
case studies.  In the first, Hipikat was validated on AVID25, and in the second, it was used 
to aid programmers performing a change task on Eclipse.  

Robillard and Murphy [Robillard'03a] propose a unique approach to feature location 
that automatically analyses a transcript of a program investigation session in an integrated 
development environment.  The transcript records which program elements were visible 
to a developer during a maintenance task and how they were accessed:  through a code 
browser, following a cross-reference, recalling an open window or tab, scrolling, or 
keyword search.  For each event in the transcript, all visible program elements are 
determined.  Then, for each visible element, a probability that it is the element in which 
the programmer was interested in is assigned to it.  The probabilities are based on weights 
associated with each event type.  Next, a correlation metric is calculated between all pairs 
of program elements.  The correlation is based on how closely two elements were 
accessed in the transcript.  Finally, concerns (features) are generated by clustering 
program elements, and the concerns can be named and saved for later retrieval. 

Similarly to CVSSearch, Ratanotayanon et al. [Ratanotayanon'10] implemented 
Kayley, a tool that utilized historical and textual information for the task of feature 
location. Ratanotayanon et al. introduced the concept transitive change-set which is used 
to enrich the set of source code entities associated with a commit of a version control 
system. Transitive change-sets are generated by analyzing dependencies and other 
relations in order to identify other elements related to items in a given commit. Such a 
process allows linking of program elements at various levels of abstraction. Given a user 
query, related commits are identified based on the textual relationship of the user query 
and comments of the commits, and the associated set of program elements is augmented 
using the concept of transitivity which is subsequently returned to the user. 

5. FEATURE LOCATION TOOLS AND STUDIES 

In addition to the many research articles that introduce feature location techniques, there 
are numerous articles describing feature location tools, case studies, industrial studies, 
and user studies.  This section summarizes these tools and studies. 
 

                                                           
25 http://people.cs.ubc.ca/~murphy/AVID/ (accessed and verified on 03/01/2011) 
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5.1. Tools 

Tool support for feature location removes much of the manual burden associated with 
searching for a feature’s program elements.  In addition to providing an overview of 
existing feature location techniques, this survey also describes tools that can be used for 
feature location.  Some of the techniques summarized in Section 4 have prototype tools 
that are not available; therefore they are not listed here.  Also, some tools are not directly 
associated with any particular approach, but they can be used for feature location, to 
document features, or program exploration, so they are included here.  

5.1.1. Tools for Dynamic Feature Location 

TraceGraph [Lukoit'00] is a feature location tool that allows for the visualization of 
execution traces.  As a software system is running, TraceGraph analyzes the execution 
and visualizes which program elements were invoked during a time interval.  The 
visualization is essentially a matrix in which the rows represent program elements, the 
columns correspond to time intervals, and the cells indicate if the program elements were 
called during that time interval or not.  Additionally, the first invocation of a program 
element is highlighted in the visualization.  TraceGraph was evaluated on the Mosaic web 
browser as well as the Joint Surveillance Target Attack Radar Subsystem (Joint STARS), 
a proprietary system developed by Northop Grumman for the United States Air Force.  
The tool’s visualization was useful for feature location because it emphasized the first 
time an element was called, which often corresponded to a feature being triggered.  
TraceGraph was also applied in an industrial case study on feature location [Simmons'06] 
where it was used for trace differencing and identifying code uniquely executed by a 
feature, and in another study on distributed simulation software [Wilde'02]. 

STRADA (Scenario-based TRAce Detection and Analysis) [Egyed'07] is a tool 
developed to help programmers uncover the mappings between features and code during 
testing, which is based on trace analysis research [Egyed'03, Egyed'04, '05a, Egyed'05b].  
Given a set of test cases for a feature, STRADA observes the code that is executed during 
testing, initially identifying all the executed code as relevant to the feature.  However, 
since not all of the invoked code actually pertains to the feature, STRADA analyzes the 
traces using logical constraints to exclude irrelevant program elements.  The tool 
visualizes its knowledge of feature-to-code mappings in a matrix.  It has been evaluated 
on ArgoUML26, GanttProject27, and a video-on-demand player28. 

Olszak and Jørgensen proposed the tool Featureous [Olszak'10] for locating feature 
implementation in legacy software. The tool is implemented as a plug-in for the 
NetBeans IDE and allows developers to specify a feature, a scenario, and to collect 
execution traces that exercise the feature. The execution traces are analyzed and results 
are presented using advanced visualization views. Furthermore, the developer can 
navigate through the traceability links established through dynamic analysis. From an 
experience with JHotDraw, Featureous is reported to be able to support both top-down 
and bottom-up comprehension strategies using its visualization views. 

5.1.2. Tools for Static Feature Location 

Ripples [Chen'01b] is a tool that implements the ASDG approach to feature location.  
The tool extracts an ASDG from C code and visualizes it for the programmer who can 

                                                           
26 http://argouml.tigris.org/ (accessed and verified on 03/01/2011) 
27 http://www.ganttproject.biz/ (accessed and verified on 03/01/2011) 
28 http://peace.snu.ac.kr/dhkim/java/MPEG/ (accessed and verified on 03/01/2011) 
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mark relevant nodes.  JRipples29 [Buckner'05] is an Eclipse plug-in and its functionality 
is similar to Ripples’s tool, except that it is used on Java systems and it does not provide 
the visualization component.  Both tools can also be used for impact analysis and change 
propagation by tracking and monitoring the status of program elements. 

Suade [Weigand-Warr'08], is an Eclipse plug-in that performs feature location using 
static analysis.  It implements the topology analysis approach discussed in Section 4.3.  
Suade has been used in a case study comparing several program exploration tools [de 
Alwis'07], and it has also been directly compared to Dora [Hill'07], another static feature 
location technique.     

5.1.3. Tools for Textual Feature Location 

Google Eclipse Search30 (GES) [Poshyvanyk'06c] is an Eclipse plug-in that facilitates 
efficient source code searching and browsing by integrating Google Desktop Search 
(GDS)31 and Eclipse.  GSD is an off-the-shelf component that uses information retrieval.  
It allows users to search for files on their desktops similar to the way they would search 
for information on the Internet via natural language queries.  By integrating GDS with 
Eclipse, programmers can search source code in a similar fashion.  One advantage of 
using GDS is it unobtrusively re-indexes the search space when the source code changes.  
In a preliminary evaluation on the Java system Violet32, GES was show to produce 
accurate results. In addition, while compared against Eclipse file search functionality, 
GES is considerably faster in producing the results. 

IRiSS [Poshyvanyk'05] and JIRiSS [Poshyvanyk'06b] are both tools for textual 
feature location.  IRiSS implements information retrieval-based feature location as an 
add-on to MS Visual Studio .NET, while JIRiSS is an Eclipse plug-in.  Both tools work 
like a development environment’s built-in search functionality, but instead of only 
displaying the lines of code that match a query, those lines’ corresponding classes and 
methods are also listed.  This allows a programmer to sort the results by different levels 
of granularity and to visit the classes or methods with the most matches.  Also, since IR is 
used, the results returned from a query can be ranked by their relevance.  JIRiSS is an 
extension to IRiSS that also includes fragment-based searches, software vocabulary 
extraction, query spell checking, and word suggestions to improve queries.    

Xie et al. [Xie'06] developed a tool that supports textual analysis through 
visualization, by combining IRiSS [Poshyvanyk'05] and sv3D [Marcus'03]. IRiSS 
performs feature location via IR and sv3D (source viewer 3D) creates 3D renderings of 
the results, showing poly-cylinders that represent program elements.  The colors of the 
poly-cylinders correspond to the elements’ similarity to the query following a pre-defined 
color scheme.  The height of the poly-cylinders represent browsing history, so the taller 
the cylinder, the more times the program element was visited in the past.  The 
combination of these two tools allows a developer to have a visual representation of the 
results, as opposed to examine a ranked list of results. 

Cleary and Exton implemented an Eclipse plug-in that supports the cognitive 
assignment technique [Cleary'06]. The tool allows a developer that is unfamiliar with a 
system to generate and store a set of links between the problem domain concepts stored 
in a cognitive map and the relevant parts of the source code. The developer can select a 
concept (i.e., feature) which wants to investigate, and based on the textual description of 
the feature the tool provides a set of results which the developer should investigate, and 

                                                           
29 http://jripples.sourceforge.net/ (accessed and verified on 03/01/2011) 
30 http://ges.sourceforge.net/ (accessed and verified on 03/01/2011) 
31 http://desktop.google.com/ (accessed and verified on 03/01/2011) 
32 http://www.horstmann.com/violet/ (accessed and verified on 03/01/2011) 
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add them to the concept if they are relevant. The program elements suggested by the tool 
are the result of an analysis of links between words, using a Bayesian classifier. 

5.1.4. Other Tools for Feature Location 

In this subsection we discuss several tools that use multiple types of information in 
their analysis. Some of the tools use only a particular type of information, and they could 
be presented in different sections, but because they are highly related to one another, we 
present them in this section. For example, FEAT uses static analysis, and ConcernMapper 
uses textual analysis, but we present these tools in this subsection because these tools are 
highly related. 

The motivation behind the following tools is that once a feature’s relevant program 
elements have been found using feature location, they should be saved so that they could 
be easily accessed in the future.  Features and their relevant program elements can be 
documented in Concern Graphs [Robillard'02, '07a], a model that describes which 
program elements pertain to a feature. An Eclipse plug-in that supports the Concern 
Graphs approach is FEAT33 (Feature Exploration and Analysis Tool) [Robillard'03b]. 
ConcernMapper [Robillard'05b] is also an Eclipse plug-in that supports Concern Graphs, 
and it evolved from FEAT. One of the improvements of ConcernMapper over FEAT is 
that it supports a fuzzy and less rigid model for representing concerns, which is more 
appropriate for programmers. ConcernTagger34 is another Eclipse plug-in build on top of 
ConcernMapper, which provides the ability to compute a number of concern-specific 
metrics. The Feature Location and Textual Tracing Tool35 (FLAT3) [Savage'10b] also 
extends ConcernMapper by adding support for the textual and dynamic feature location 
technique namely SITIR [Liu'07].  In each of these tools, programmers can define and 
name features and then associate entire or partial classes, methods, and fields with them.  
The tools leave feature location as a manual task and focus on documenting the features 
and their related elements once they are found.  However, once the features and their 
program elements are documented, they can be saved and retrieved at a later time, thus 
avoiding the need to repeat searches. 

Savage et al. [Savage'10a] developed TopicXP, an Eclipse plug-in that supports 
developers during maintenance tasks by analyzing the unstructured information 
embedded in the source code identifiers and comments using an advanced information 
retrieval technique, that is  Latent Dirichlet Allocation [Blei'03]. LDA extracts a set of 
topics from the source code, which could be considered as concepts or features. The 
topics generated are mapped to the source code, and the relationship between the topics is 
determined by examining the static dependencies from the code. Using an interactive 
visualization view, the developer is able to navigate through these topics or to access the 
source code associated with them. In a preliminary study involving four graduate 
students, who were required to perform concept location on two Java systems, jEdit and 
muCommander36, using Eclipse with TopicXP or using the just the Eclipse IDE. The 
results showed that TopicXP is a functional tool, which provides comparable results to 
Eclipse IDE, and in some cases it even produces better results. 

Bohnet and Döellner [Bohnet'06a, b, '07a, b, '08a] visually explore dynamically 
extracted information, but in this case, as a call graph.  Since a call graph can be large, in 
order to reduce the search space for the user, the tools provide clues to identify code 
relevant to the feature of interest.  The tools also provide a number of different types of 

                                                           
33 http://www.cs.mcgill.ca/~swevo/feat/ (accessed and verified on 03/01/2011) 
34 http://www.cs.columbia.edu/~eaddy/concerntagger/ (accessed and verified on 03/01/2011) 
35 http://www.cs.wm.edu/semeru/flat3/ (accessed and verified on 03/01/2011) 
36 http://www.mucommander.com/ (accessed and verified on 03/01/2011) 



Feature Location in Source Code: A Taxonomy and Survey                                                             33 

CRC to Journal of Software Maintenance and Evolution: Research and Practice 

visualizations.  In one prototype, the most important view, the graph exploration view, 
shows other methods that pass control flow to or receive control flow from a given 
method.  In this view, the tool only shows methods in a neighborhood if they are judged 
to be relevant based on execution time, while another tool has textual and 3D landscape 
views.  These tools effectively extract dynamic call graph information and guide 
programmers during navigation.   

5.1.5. Other  Tools not Included in the Survey 

Program exploration tools support developers when performing a variety of maintenance 
tasks.  Since feature location is central to many maintenance activities, we mention some 
of the program exploration tools which are somewhat out of scope of this survey. 

JQuery [Janzen'03], an Eclipse plug-in, is a source code browsing tool designed to 
help programmers when dealing with features that have scattered implementations.  The 
tool combines navigation based on relationships (as in a hierarchical browser) with the 
flexibility of query languages.  Program exploration in JQuery begins with a query and a 
list of variables.  The query determines which elements to show in the browser, and the 
variables establish how to organize them into a tree.  The query defines the type of 
program element to search for given some parameters such as its name or a type of 
relationship.  The results of the query are returned in a hierarchical tree, and users can 
further explore the tree with additional queries that expand nodes into sub-trees.  The tool 
aims to reduce the burden of program investigation on developers.  It helps them remain 
oriented by not having to switch between multiple views, and it records their exploration 
path in the tree format.      

Ferret [de Alwis'08] is a tool for answering conceptual queries, which are questions 
about a software system a programmer may have.  The Ferret model is based on the 
composition and integration of different sources of information into a query-able 
knowledge-base.  A source of information is known as a sphere, and examples include 
static, structural relationships in source code, dynamic call information from an execution 
trace, and revision history recorded in a software repository.  Ferret supports 36 different 
conceptual queries such as “What calls this method?”, “What are this class’ subclasses?”, 
“What are all the fields declared by this type?”, and “What transactions changed this 
element?”  These types of queries represent questions programmers may have when 
investigating a software system in order to locate a feature’s implementation.        

Instead of relying on dynamic information, AspectBrowser [Shonle'04] is a tool that 
assumes that features follow the idea of information transparency [Griswold'01];  design 
decisions that cannot be encapsulated in a single module use a common signature or 
terminology that can easily be exploited by search tools.  The AspectBrowser tool37 
allows users to search a code base using pattern matching and then visualizes the results 
in two ways.  All query matches can be highlighted in the source code, and the 
programmer can browse to find them.  Alternatively, programmers can use a global view 
to see how a feature is scattered throughout the system.  In the view, each line of code is 
represented by a row of pixels, and highlighted rows indicate lines of code that match the 
query.  Multiple search results can be viewed at once to understand the interaction 
between several features. 

5.2. Case Studies 

A number of case studies involving feature location have been performed, ranging from 
comparisons of existing techniques, industrial case studies, and user studies.  Each type 
of the study is valuable to advance this research area.  Comparisons evaluate few feature 
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location techniques on the same systems and features, making it easier for researchers 
and practitioners to understand the strengths and weaknesses of each approach.  Industrial 
case studies show the applicability of an approach in non-trivial settings.  Finally, user 
studies provide insight into how programmers understand and search for code, and these 
insights can be incorporated into feature location techniques and tools.          

5.2.1. Comparison of Feature Location Techniques using Case Studies 

RECON, RECON2, and RECON3 are tools that implement the software 
reconnaissance approach to feature location.  Wilde and Casey [Wilde'96] report on 
applying RECON to industrial software.  In their study on using software reconnaissance 
for program exploration, Wilde and Casey found the tool to be very selective because it 
never marked more than 13 methods for a feature.  They also observed that the tool 
seemed to find code that was near relevant program elements.   In the second part of their 
study, they examined using software reconnaissance for traceability to build a large 
mapping of multiple features to code.   The tool was used to run a large set of test cases 
that were marked with the features they exhibited, and then the collected traces were 
analyzed to find traceability relations that mapped features to code.  With this traceability 
knowledge, a programmer modifying a program element is aware of the other features 
implemented in that program element. 

When a new feature location technique is introduced, it is often directly compared 
with similar existing approaches as part of its evaluation.  Some articles related to feature 
location focus solely on case studies comparing several techniques.  Wilde et al. 
[Wilde'01, Wilde'03] compare software reconnaissance, ASDG, and grep in a case study 
to locate two features in legacy Fortran code.  The system, CONVERT3, is part of a suite 
of geometric modeling programs and is used to convert models to formats required by 
other tools.  For the study, three teams each used one of the feature location techniques to 
find the code for two features of CONVERT3.  The software reconnaissance and ASGD 
teams were able to gain sufficient understanding of the source code, but the team using 
grep was not.  The authors concluded that grep was the least reliable approach but it is 
very quick and can locate features that cannot be explicitly invoked dynamically.  After 
grep, software reconnaissance was deemed to be the next fasted method of feature 
location.  However, its results may not present a user with enough context to be 
comprehensible.  The ASDG approach was the most difficult to apply but the most 
systematic and allows for the best understanding of the relevant code. 

Ibrahim et al. [Ibrahim'03] also report on their experiences applying RECON2 the 
Generate Index (GI) project.  Their findings echo the conclusions of the previous study.  
Software reconnaissance is based on test cases, but selecting appropriate scenarios to 
execute can be difficult.  However, only a few test cases are generally needed for a 
feature.  After the analysis, software reconnaissance is good at locating a starting point 
for feature location, but further investigation for additional relevant program elements 
should be performed. 

Early feature location techniques were applied in the era of procedural programming 
paradigm.  After object-oriented programming gained popularity, Marcus et al. 
[Marcus'05c] studied whether feature location was still needed since object-oriented code 
is supposed to be structured such that classes help implement well-defined problem 
domain concepts.  They compared the performance of three static feature location 
techniques: pattern matching with grep, a depth-first dependency search, and information 
retrieval using LSI.  Three programmers, each assigned to a different technique, 
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participated in a case study to locate features in Art of Illusion38, a 3D modeling studio 
written in Java, and in Doxygen39, a source code documentation generator written in C++.  
They concluded that object-orientation does not always allow for quick and easy 
identification of the program elements relevant to a feature.  Therefore, feature location 
techniques are still needed for object-oriented systems. 

Revelle and Poshyvanyk [Revelle'09] performed an exploratory study evaluating 
several feature location techniques that return ranked lists of program elements 
(methods).  The approaches they compared were Information Retrieval (LSI-based 
feature location), Information Retrieval plus dynamic analysis (SITIR), and Information 
Retrieval plus dynamic and static analysis (similar to Cerberus).  For IR, they assessed 
user-formulated queries as well as method seed queries in which the text of a method 
already known to be relevant to a feature was used as the query.  For dynamic analysis, 
they used both full execution traces and marked traces in which only the portion of a 
system’s execution when a feature is invoked was traced.  Dynamic analysis was 
combined with IR by pruning unexecuted methods from the ranked list.  When all three 
types of analyses were combined in IR + Dyn + Static, a program dependence graph was 
traversed starting from a seed by following dependencies only if they were executed and 
had textual similarities to the query that were above a given threshold.  Most feature 
location techniques that return a ranked list are evaluated in terms of where the first 
relevant element appears on the list.  This case study aimed to evaluate these approaches 
in terms of how well they find near-complete implementations of features, meaning how 
well they find as many relevant program elements as possible.  Their conclusions were 
that none of these approaches perform particularly well in that regard since feature 
location is usually used to find a starting point and impact analysis tools are used to find 
more complete implementations.  They observed that marked traces generally 
outperformed full traces and that the method seed queries, which can be automatically 
generated, performed just as well as user formulated queries. 

De Alwis et al. [de Alwis'07] performed a comparative study in which programmers 
used three tools (JQuery, Ferret, and Suade) to plan complex maintenance tasks.  Eclipse 
was used as a baseline for comparison.  They hypothesized that programmers (i) would 
find it easier to complete a task using a tool as opposed to Eclipse, (ii) need to examine 
less code as compared to using Eclipse, and (iii) would identify more important elements 
using the tool as opposed to Eclipse.  The participants in the study were 18 professional 
programmers, and they were asked to investigate two change tasks in jEdit.  In the first 
task, they used only Eclipse, and in the second task, they used one of the exploration 
tools.  The order of the tasks and choice of tools was randomized.  An instrumented 
version of Eclipse captured all events the programmers performed during their 
investigation.  Additionally, the participants recorded the relevant elements they found in 
an Eclipse view built for the study.  The NASA Talk Load Index (TLX) was used to 
assess task difficulty, and distance profiles were used to gauge the degree to which the 
participants remained on-task.  The TLX scores showed no difference in task difficulty 
that could be attributed to using a tool or not.  Similarly, the distance profiles did not 
indicate that the tools had any strong effect on the tasks.  Overall, the authors concluded 
that program exploration tools had little effect, and that the behavior of the developers 
seemed more impacted by the tasks performed. In addition, there was evidence that 
individual programmers’ strategies caused them to be more or less efficient. 
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5.2.2. Industrial Case Studies 

Most feature location case studies focus on open source software.  However, case studies 
carried out on industrial software give a sense of a technique’s real world applicability.  
Unfortunately, only a few such studies have been performed, and more are needed.  As 
previously discussed, TraceGraph was used in an industrial setting [Lukoit'00], and 
Wilde et al. [Wilde'03] compared a number of approaches on industrial software. In 
addition to these studies, Van Geet and Demeyer [Van Geet'09] report on their 
experiences of applying Eisenbarth et al.’s [Eisenbarth'03] formal concept analysis of 
execution traces feature location technique in an industrial setting.  The context was a 
pre-study phase for the migration of a banking system written in COBOL.  Scenarios for 
two features were executed using a web interface, and three separate iterations of the 
approach were conducted.  Each iteration aimed at reducing the number of modules 
considered by using different combinations of scenarios that did and did not invoke the 
feature.  A domain expert provided the modules relevant to each feature for evaluation 
purposes, and in two out of three iterations of the approach, all the relevant modules were 
in the generated concept lattice.  Three additional relevant modules were also identified 
that had not previously been named by the domain expert.           

5.2.3. User Studies 

Studies that focus on how programmers search and comprehend source code are 
important to feature location research.  These types of studies provide insights on how 
developers find a feature’s implementation or gain understanding of a system.  In turn, 
these insights can be incorporated into feature location research in order to develop 
approaches that are organic and easy for programmers to use.  Four relevant user studies 
are discussed below, and while this is not a complete list of user studies related to feature 
location, even more studies are necessary to advance the state of the art.     

LaToza et al. [LaToza'07] performed a user study in which 13 participants worked for 
three hours on understanding and improving the design of two features in jEdit.  The 
participants’ activities were recorded using think-aloud, video, and Eclipse 
instrumentation.  The goal of the study was to answer questions about how programmers’ 
experience affects the changes they make to code, how it affects how they work, and how 
they reason about design during coding tasks.  LaToza et al. found that the more 
experienced programmers addressed the causes of problems, while beginners focused on 
the symptoms and that the experienced programmers identified relevant methods and 
implemented changes more quickly than novices.  They also discovered that the 
participants’ activities centered on fact finding.  The programmers sought facts relevant 
to their task, so they investigated certain methods and learned facts about the software 
system, and as they learned enough facts, they were able to propose design changes.  
Therefore, feature location techniques should not only help identify relevant program 
elements, but they should also aid in fact finding and program comprehension.     

Robillard et al. [Robillard'04] also conducted a study on how programmers explore 
source code when performing a change task.  Five programmers were asked to modify 
jEdit so that users can explicitly disable the auto-save functionality and given five 
requirements for their solution.  The data collected included artifacts produced or 
modified by the participants as well as video recordings of their screens. The 
programmers’ success was judged in terms of time to complete the task and the quality of 
their change to the source code in terms of how many of the task’s requirements they 
successfully implemented.  Robillard et al. analyzed the behavior of each participant by 
transcribing the screen videos into events.  Each event records the time it occurred, the 
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method being examined at that time, how the method was accessed (scrolling, browsing, 
searching, etc), and whether the method was modified.  Based on their observations, they 
conclude that a methodical, ordered investigation of a system’s source code is more 
effective than a systematic, opportunistic one.  They found that programmers should 
follow a plan when exploring a program, that they should perform focused searches in the 
context of their plan, and that they should keep record of their findings.  Based on these 
results, feature location techniques should facilitate orderly program exploration. 

Revelle et al. [Revelle'05] undertook an exploratory study on how programmers 
identify features and their implementations in source code.  In the first study, the features 
of GNU sort40 plus their relevant source code was found manually by one programmer 
and then compared to those of Carver and Griswold [Carver'99].  In the second study, 
two programmers manually located features and their implementations for a Java 
implementation of the Minesweeper game.  Revelle et al. compared the actual concepts 
recognized as features as well as the code associated with those features, looking for 
common trends in how developers identify and locate features.  Based on their 
observations, they developed a set of guidelines for how to identify and recognize the 
existence of a feature and how to record feature’s associated code in a tool called 
Spotlight [Coppit'07].  The guidelines suggest relying on both static and textual 
information and flexible mappings of features to program elements of various levels of 
granularity.  

Ko et al. [Ko'05, Ko'06] performed an exploratory study to investigate developers’ 
strategies for understanding unfamiliar code.  Ten participants worked using Eclipse on 
five maintenance tasks associated with the Paint41 application.  Screen-capture videos 
recorded the developers’ work during the study.  To simulate a more realistic working 
environment, the programmers were interrupted every 2.5 to 3.5 minutes and required to 
answer a multiplication question.  Monetary incentives were offered for correctly 
completing the tasks, and penalties were inflicted for ignoring or incorrectly answering 
the multiplication questions.  The study found that programmers interleave three 
activities when exploring source code: searching for relevant code either manually or 
with tools, following the dependencies of found relevant code, and collecting relevant 
code and information in Eclipse’s interface (i.e., package explorer, tabs, and scroll bars).  
However, searches often failed, Eclipse’s navigation tools imposed overhead when 
following dependencies, and developers lost track of relevant code in the interface.  On 
average, 35% of a developer’s time was spent reviewing search results and on navigation.  
Based on the observations of this study, the authors make a number of suggestions for 
future tool development.  First, tools need to provide better relevance cues so 
programmers do not miss important code or misinterpret irrelevant code.  Second, 
dependency searches need to be more practical, such as by highlighting the dependencies 
of the currently selected program element.  Third and finally, programmers need a better 
way to collect, organize and view the relevant information they find, such as being able 
to see all relevant information for a given task at once.  These recommendations may help 
programmers find task-relevant code more quickly and efficiently and were used in the 
design of a new debugging tool [Ko'08].    

6. ANALYSIS OF THE TAXONOMY 

Using the taxonomy we are able to address the research questions: 
RQ1: What types of analysis are used when performing feature location?  Results 

of our systematic survey point out that feature location techniques primarily use dynamic, 

                                                           
40 http://www.gnu.org/software/coreutils/ (accessed and verified on 03/01/2011) 
41 http://www.cs.cmu.edu/~marmalade/studies.html (accessed and verified on 03/01/2011) 
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static and textual information to locate features in source code.  However, analysis 
techniques for feature location are not limited to dynamic, static, or textual analysis as 
techniques which combine various types of analysis as well as those which utilize history 
based analysis are also prevalent in the literature.  For a detailed discussion of the various 
types of analysis see Section 3.1.  Likewise, discussion classifying the various feature 
location techniques according to their respective type of analysis appears in Section 4.   

RQ2: Has there been a change in types of analysis used to identify features in 
source code employed by recent feature location techniques?  Our survey reveals that, 
in recent years, there has been an increase in the number of papers published that 
introduce feature location techniques based on textual information as well as historical 
data (see Section 4).  This can be observed in Figure 3 (dotted line), which displays the 
cumulative number of feature location techniques that use different types of information 
per year.  We choose this cumulative visual representation of approaches, as opposed to a 
direct scattering of the number of approaches per year because the graph is much easier 
to understand.  In addition to the emergence of new analysis techniques our survey 
indicates that a growing number of researchers have demonstrated the benefits of 
combining multiple analysis techniques to leverage the complementary strengths of each 
analysis mechanism (see solid lines in Figure 3). 

RQ3: Are there any limitations to current strategies for evaluating various 
feature location techniques?  Two observations that can be made from our feature 
location survey include (1) limited comparison of proposed techniques with existing 
techniques and, more notably, (2) limited use of benchmarks in evaluations.  Comparison 
of proposed approaches to other existing techniques should be common practice while 
introducing new feature location techniques.  However, only 22 of the 58 papers (38%) 
that present FLTs (see Section 4, Table 3 and Table 4) compared their approaches with a 
limited number of existing approaches.  In rare instances existing techniques may not be 
relevant to be used during evaluation.  Nevertheless, researchers ought to compare their 
new techniques against those that appear in the literature.  The apparent lack of 
comparison may be attributed to the low number of techniques which provide a 
corresponding publicly available tool.  Without tools for each of the existing techniques 
researchers need to implement both the proposed technique as well as relevant techniques 

 

Figure 3 Cumulative number of FLTs from Table 3 and Table 4 per year 
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which should be compared against the proposed one.  Such a process is time consuming 
and also introduces a threat to validity (possibility of erroneous implementation of 
existing feature location techniques).  As it stands direct comparison of approaches are 
limited, however, may be increased if researchers produce publicly available tools.  The 
second observed limitation is the lack of evaluation on benchmarks.  In fact, only 3 of the 
58 papers (5%) that present FLTs (see Section 4, Table 3 and Table 4) used benchmarks 
in their evaluation. If benchmarks were readily available for researchers to evaluate their 
approaches, availability of publicly available tools would not be such a significant 
problem, since researchers would have been able to directly compare their results to the 
results, which appear on the same datasets.   

7. DISCUSSION AND OPEN ISSUES 

Feature location is an essential aspect of many software maintenance tasks, and because it 
can be challenging to perform manually, researchers have introduced many techniques to 
lessen the burden of searching for a feature’s relevant code.  Even with these numerous 
approaches and advancements, open issues remain in the field of feature location.  One 
question that is unanswered is, “What is the best way to perform feature location?”  This 
question cannot be easily answered without an extensive comparison of analysis-specific 
issues and a comparison of existing approaches.  Note that while addressing RQ3 we 
observed that comparisons of existing approaches are simply missing from most 
evaluations in the feature location literature.  This means that even though different 
approaches used in their evaluations the same systems (e.g., Eclipse, JHotDraw, jEdit, 
Mozilla, etc.), they did not use the same datasets (e.g., version, source code, gold set, 
etc.) for those systems.  In addition, the approaches were not restricted to use the same 
evaluation metrics (e.g., precision, recall, effectiveness, etc.), which makes comparison 
between approaches even more difficult.  Such a comparison could be facilitated by well-
established benchmarks, but currently, there is no commonly accepted set of features 
associated with the code that implements them that could be used to compare feature 
location techniques.  The issue of benchmarks was identified as we addressed RQ3 using 
our systematic survey.  Such a benchmark is needed in the research area.  Additionally, 
while there are various techniques that support feature location, not all approaches have 
publicly available tools, and the tools that are available do not support both locating and 
documenting a feature’s implementation.  Other open issues are usability studies of 
feature location techniques and integrating feature location into software engineering 
courses.  The remainder of this section discusses these open issues and their associated 
avenues for future research.  While this discussion brings to light these important topics, 
more panels and workshops, like the one on the “Identifications of concepts, features, and 
concerns in source code” held at the 21st IEEE International Conference on Software 
Maintenance (ICSM2005), are necessary to resolve many of these issues. 

7.1. Comparisons 

Given a wide variety of existing techniques, developers that need to perform feature 
location have many options, but which approach is the best for a specific situation?  What 
parameters should be used for a certain type of analysis?  Which type of analysis yields 
the best results, or is a combination of analyses the best?  Some case studies have been 
performed comparing multiple feature location techniques, but they only have a few data 
points, which impede the ability to draw statistically significant generalizations from their 
results. These studies are also limited in the number of examined approaches, focusing on 
a subset of approaches that present results in a similar fashion.  An obstacle to comparing 
techniques is the presentation of their results.  How does one evaluate one result set that 
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ranks program elements to another that does not?  Determining the best way to directly 
compare the performance of feature location techniques remains an open issue.   

Not only does there need to be a comparison of techniques based on different types of 
analysis, but there also needs to be an evaluation of the best configuration of each type of 
analysis.  For instance, dynamic analysis has many possible options for collecting traces.  
The granularity of execution traces can be classes, methods, or even lines of code.  In 
addition, the entire execution can be logged from start up to shut down, or only select 
portions of the run can be captured.  With static analysis, like with dynamic, granularity 
is also a parameter.  Additionally, the type of dependencies (control or data) to take into 
account is another issue to consider.  With textual analysis, preprocessing options, such 
as stemming and stop word removal, are commonly used, but their effect on feature 
location has not been fully studied.  Also, textual analysis can be achieved through 
Information Retrieval methods or through natural language processing.  While the varied 
IR methods have been compared, the effectiveness of IR and NLP has not been compared 
in the context of feature location.  A comparison would determine if the extra expense 
associated with NLP is worth the precision, or if the less expensive IR methods are 
sufficient.  Thorough investigations comparing these different configurations of each type 
of analysis would reveal the most favorable settings for feature location. 

There are many other open feature location issues that could potentially be resolved 
through comparisons.  The main types of analyses are dynamic, static, and textual; 
although historical analysis has also been used, but not in conjunction with any other 
analysis.  It remains to be seen if combining historical analysis with any of the others is a 
viable approach to feature location.  Just as three types of analysis comprise the majority 
of exiting techniques, two programming languages dominate the area of feature location.  
Most existing approaches have been applied to Java or C/C++.  However, feature location 
should branch out to support more programming languages.   

7.2. Benchmarks 

The comparison of feature location techniques should be facilitated by the existence of 
benchmarks that could be used to consistently evaluate the approaches.  Currently, there 
are a number of systems that have been used in the evaluation of many feature location 
techniques such as Eclipse, JHotDraw, jEdit, Mozilla, and Firefox, but sets of features 
used for the evaluation are not consistent.  Even if two approaches are evaluated on the 
same system, if different features are used, comparing two techniques is difficult.  
Another problem with assessing feature location is in knowing the “gold set” of program 
elements that implement a feature.  The most commonly used method for determining the 
source code relevant to a feature is to mine bug tracking systems.  However, the code 
associated with a feature may be incomplete if a bug fix only touches part of a feature’s 
implementation.  In the presence of these issues, the field of feature location research 
needs to establish solid standards for validation.  The best solution may be benchmarks 
that can facilitate easy comparison of FLT approaches.  The benchmarks should include a 
set of features from a software system or several systems.  Each feature needs to be 
mapped to the source code implementing that.  Preferably, the benchmarks should be 
defined at various granularities to support different approaches that identify relevant 
classes, methods, or statements.  Robillard et al. [Robillard'07b], Eaddy et al. 
[Eaddy'08b], Revelle et al. [Revelle'10] took a step in this direction, making their data 
sets available in which programmers, who were not necessarily systems experts, mapped 
features to classes, methods, and fields in open source Java applications. Still, well-
established and complete benchmarks for systems from a variety of domains and 
languages will make the evaluation and comparison of feature location techniques easier. 



Feature Location in Source Code: A Taxonomy and Survey                                                             41 

CRC to Journal of Software Maintenance and Evolution: Research and Practice 

In this survey, we make a step towards solving this problem by making a set of 
benchmarks publicly available for several systems that were used frequently in case 
studies.  The purpose of making these datasets available to researchers is twofold.  First, 
we want to facilitate the evaluation of new approaches on larger and diverse datasets, in 
order to make the approach more generalizable.  Second, we want to ease the comparison 
between different FLTs.  Using the same datasets, a new approach can be 
straightforwardly compared against an existing approach, which could provide a great 
indication about the value of the proposed technique.  We were encouraged to make 
available the benchmark by observing the success of Eaddy et al.’s [Eaddy'08b] 
benchmark.  The Rhino dataset from that benchmark was used in several evaluations and 
even by different research groups as well [Eaddy'08a, Eaddy'08b, Hill'09, Revelle'10].  

The benchmarks that we make available could be downloaded from the website 
http://www.cs.wm.edu/semeru/data/benchmarks/.  The website contains detailed 
instructions about the format of the datasets and the process used to generate them.  
These benchmarks include gold sets (i.e., mappings between source code and features) at 
method level granularity, description of the features from bug reports and in some cases 
even execution traces.  In the near future, we plan to generate more benchmarks and add 
them to this website, but for now we are making available the following datasets. 

The first benchmark is for jEdit version 4.3 and it contains 272 features that have 
associated gold sets and issues from the issue tracking system, which can be used to 
extract the textual descriptions of the features/bugs.  In addition, 150 features have 
associated execution traces that were generated by following the steps to reproduce 
enumerated in the issue description.  The gold sets were generated via analysis of the 
SVN commits submitted between releases 4.2 and 4.3.  The issue identifiers from the 
SVN logs were extracted, and were mapped to issues from the issue tracking system.  On 
the other hand, the changes from the SVN commits were mapped to the methods from the 
source code that were modified by that commit. 

The second benchmark we make available is for ArgoUML version 0.22 and it 
contains 132 features that have gold sets and issues from the issue tracking system 
respectively.  In addition, 91 features have associated execution traces that were 
generated by following the steps to reproduce described in the issue description.  The 
process of generating the gold sets is similar to the one used for generating the 
benchmark for jEdit system. 

The third benchmark we make available is for muCommander version 0.8.5 and it 
contains 92 features that have gold sets, issues from the issue tracking system as well as 
execution traces.  The process of gathering the data for this benchmark is similar to 
ArgoUML’s process. 

The fourth benchmark is for JabRef42 version 2.6 and it contains 39 features that have 
associated gold sets, issues as well as execution traces.  The data collection process is 
similar to ArgoUML’s. 

The fifth benchmark we provide is for Eclipse version 3.0 and it contains 45 features 
represented by bug reports submitted to Eclipse’s issue tracking system.  Unlike for the 
jEdit and ArgoUML datasets, the gold sets were generated by examining the patches 
submitted in the bug reports, which contain information about the code that was changed 
to fix the bug.  We also provide 45 execution traces with this dataset, which were 
collected by following the steps to reproduce from the description of the bugs.  The 
Eclipse benchmark was used in the evaluation by Revelle et al. [Revelle'10].  

7.3. Tools 

                                                           
42 http://jabref.sourceforge.net/ (accessed and verified on 03/01/2011) 
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Even though this survey encompasses many tools that support feature location (see 
Section 5.1), the majority of feature location techniques do not have a publicly available 
tool, meaning that programmers wanting to apply such an approach may need to recreate 
the technique’s methodology.  Additionally, some tools are useful for investigating a 
program and locating features, while others can be used to store the mappings between 
features and source code, but there are currently no tools that perform both.  Combining 
the functionalities of finding features’ implementations and being able to save them is a 
logical next step for tool development.  Finally, de Alwis et al.[de Alwis'07] found that 
existing tools have little effect on programmer’s efficiency, so further research needs to 
be done to improve usability of the tools. 

7.4. User Studies 

While there have been several user studies investigating how programmers search and 
explore source code during maintenance, these studies are conducted with a relatively 
small number of developers.  Further studies are needed with more programmers to be 
able to derive conclusive and statistically significant results.  Additionally, there has been 
a lack of empirical studies examining usability aspects of feature location.  Do existing 
feature location techniques reduce the amount of time and effort developers spend on 
maintenance?  What are the practical benefits and costs of using different types of 
approaches?  For instance, collecting execution traces for an approach that uses dynamic 
analysis requires overhead in terms of the time spent to develop scenarios or test cases 
and capture traces.  Information Retrieval involves indexing the source code, which can 
be rather time-consuming for large software systems.  Studies are needed to determine 
whether or not the overhead of collecting traces or (re)indexing a corpus yields improved 
feature location results and is worth the cost. 

7.5. Feature Location and Education 

Given that feature location is such an extensive area of research and also an important 
part of software maintenance, it should be taught in software engineering courses at 
universities and colleges.  Petrenko et al. [Buchta'06, Petrenko'07] have argued for the 
inclusion of software maintenance and evolution in software engineering courses along 
with traditional development.  Teaching maintenance exposes students to more realistic 
experiences since in industry, 70% or more of programmers’ time is devoted to 
maintenance [Schach'01, Somerville'01].  Feature location is a significant part of the 
maintenance phase because before changes can be made to a system, the relevant 
program elements must be found.  Therefore, feature location should be introduced as a 
topic in software engineering courses to better prepare students. 

8. CONCLUSION  

Through a comprehensive examination of 89 feature location articles encompassing 
research, tool, and case, industrial, and user studies, this survey has presented a taxonomy 
that classifies the literature along nine key dimensions.  The taxonomy facilitates the 
comparison of existing feature location techniques and illuminates possible areas of 
future research.  Researchers can use the taxonomy and survey as a basis for advancing 
the field, while practitioners can use it to identify techniques and tools that are well-
suited to their needs.  This survey has also shed light on open issues in feature location, 
such as the need for comparisons and benchmarks.  By structuring the research area of 
feature location, this taxonomy and survey contribute well-defined organization to the 
field and should aid in resolving some of the open issues.  This systematic survey should 
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serve not only academic researchers but also industrial professionals, aiming at adopting 
feature location tools within their organizations and development processes. 
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[Eisenberg'05]  . ● . ● . . ● . ● . ● . . ● ● ● . . ● . . . ● ● ● . 
[Wong'99]  . ● . ● . . ● . . . . ● . . ● . ● . ● . . . ● ● . . 
[Eisenbarth'01b] . ● . ● . . ● . . ● ● ● . ● ● . ● . ● . . . . ● . . 
[Eisenbarth'01c] . ● . ● . . ● . . ● ● ● . ● ● . ● . ● . . . . ● . . 
[Safyallah'06] . ● . ● . . ● . ● . ● . . . . . ● . ● . . . . ● . . 
[Sartipi’10] . ● . ● . . ● . ● . ● . . . ● . ● . ● . . . . ● . . 
[Edwards'06] . ● . ● . . ● . ● . ● . . ● . . ● ● ● . . . . ● . . 
[Bohnet'08b] . ● . ● . . ● . ● . ● . ● . ● . ● . ● . ● . . ● ● . 
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[Chen'00]  . . ● ● . ● . . . . ● . . . . . ● . ● . ● . . ● . . 
[Robillard'02] . . ● ● . ● . . ● ● ● . . . . ● . . ● . ● ● ● ● . . 
[Robillard'07a] . . ● ● . ● . . ● ● ● . . . . ● . . ● . ● . . ● . . 
[Robillard'05a] . . ● ● . ● . . . . ● ● . ● . ● . . ● . . . ● ● . . 
[Robillard'08] . . ● ● . ● . . . . ● . . ● . ● . . ● . ● . ● ● . . 
[Saul’07] . . ● ● . ● . . . . ● . . ● . . ● . ● . . . ● ● ● . 
[Trifu'08]  . . ● . . ● . . . . ● . . . . ● . . ● . . . . ● . . 
[Trifu'09]  . . ● . . ● . . . . ● . . . . ● . . ● . . . ● ● ● . 
Textual                           
[Petrenko'08] ● . . . ● . . . ● . ● . . . . ● ● . ● . ● . . ● . . 
[Wilson'10] ● . . . ● . . . ● . ● . . . . ● ● . ● . ● . ● ● . . 
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[Grant'08] . . . . ● . . . ● . ● . . ● . . ● . ● . . . . ● . . 
[Shepherd'06] ● . . . ● . . . ● ● ● . . . . ● . . ● . ● . . ● . . 
[Hill'09] ● . . . ● . . . ● . ● . . ● . ● . . . ● . ● ● ● ● . 
[Abebe'10] ● . . . ● . . . ● ● . . . ● . . ● . ● . ● . ● ● . . 
[Würsch'10] ● . . . ● . . . ● . ● . . . . ● . . ● . . . . . . . 
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[Eisenbarth'01a] . ● . ● . ● ● . . . ● . . ● ● . ● . ● . . . . ● . . 
[Eisenbarth'03] . ● . ● . ● ● . . . . . . . . . . . . . . . . . . ● 
[Koschke'05]  . ● . ● . . ● . ● . ● ● . ● ● . ● . ● . . . ● ● . . 
[Antoniol'05] . ● . ● . . ● . ● ● ● . . ● ● . ● . ● . . . ● ● ● . 
[Antoniol'06] . ● . ● . . ● . ● ● ● . . ● ● ● ● . ● . . . ● ● ● . 
[Rohatgi'07] . ● . ● . ● ● . . ● . . . ● . ● . . ● . . . . ● . . 
[Rohatgi'08] . ● . ● . ● ● . . ● . . . ● . ● . . ● . . . . ● . . 
[Rohatgi'09] . ● . ● . ● ● . . ● . . . ● . ● . . ● . . . . ● . . 
[Walkinshaw'07] . ● . ● . ● ● . ● . ● . . . ● ● . . ● . . . ● ● . . 
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[Poshyvanyk'06a] ● ● . ● ● . ● . . . ● . . ● . . ● . ● . . . ● ● ● . 
[Poshyvanyk'07a] ● ● . ● ● . ● . . . ● . . ● . ● ● . ● . . . ● ● ● . 
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[Asadi'10] . ● . ● ● . ● . . . ● . . . . ● . . ● . . . ● ● . . 
[Revelle'10]  ● ● . ● ● ● ● . ● . ● . . ● . ● . . . ● . . ● ● ● . 
[Hayashi'10a] ● . . ● ● . ● . ● . ● . . ● . ● . . ● . . . ● ● . . 
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Table 4 Classification of approaches and techniques from Section 4.2 to Section 4.9 
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Static + Textual                           
[Zhao'04] ● . ● ● ● ● . . ● . ● . ● . . . ● . ● . . . ● ● ● . 
[Zhao'06] ● . . ● ● ● . . ● . ● . ● . . . ● . ● . . . ● ● ● . 
[Hill'07]  ● . ● ● ● ● . . . . ● . . ● ● ● . . ● . . . ● . ● . 
[Shao'09]  ● . . ● ● ● . . . . ● . . ● . . ● . ● . . . . . . . 
[Ratiu'06] . . . ● . . . . ● . . ● ● . . ● . . ● . . . . ● . . 
[Ratiu’07] . . ● ● ● ● . . ● . ● ● ● . . ● . . ● . . . ● ● . . 
[Shepherd'07] ● . . ● ● ● . . ● . ● . . . ● ● . . ● . ● ● ● ● ● . 
[Hayashi'10b]  ● . . ● . . . . ● . ● . . ● ● ● . . ● . . . ● ● . . 
Dynamic + Static + Textual                           
[Eaddy'08a] ● . . ● ● ● ● . ● . ● . . ● . ● . . . ● . . ● ● ● . 
Other                           
[Chen'01a]  ● . . . ● . . ● ● ● . ● . . ● . ● . ● . ● . . ● ● . 
[Cubranic'03] ● . ● . ● . . ● ● ● ● . ● ● . ● . . ● . ● . . ● ● . 
[Cubranic'05] ● . ● . ● . . ● ● ● ● . ● ● . ● . . ● . ● ● ● ● . . 
[Cubranic'04] ● . ● . ● . . ● ● ● ● . ● ● . ● . . ● . ● ● . ● ● . 
[Robillard'03a] . . . ● . . . . ● . ● ● . . . ● . . ● . ● . . ● . . 
[Ratanotayanon'10]  ● . ● ● . ● . ● ● ● ● . . ● . ● . . . . . . . . . ● 

 



54  B. Dit M. Revelle M. Gethers and D. Poshyvanyk 

 
CRC to Journal of Software Maintenance and Evolution: Research and Practice 

 
 

Table 5 Classification of tools and case studies  
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Tools for Dynamic FL                           
[Lukoit'00] . ● . ● . . ● . ● . ● ● . . ● . ● . ● . . . . ● . . 
[Egyed'07] . ● . ● . . ● . . . ● . . . ● ● ● . ● . . . . . . . 
[Olszak'10] . ● . ● . . ● . ● . ● . . . ● ● . . . . . . . . . ● 
Tools for Static FL                           
[Chen'01b] . . ● ● . ● . . . . ● . . . ● . ● . ● . ● . ● ● ● . 
[Buckner'05]  . . . . . ● . . . . . . . . . ● . . . . . . . ● . ● 
[Weigand-Warr'08] . . ● ● . ● . . . . ● . . ● . ● . . ● . . . . ● . . 
Tools for Textual FL                           
[Poshyvanyk'06c]  ● . . . ● . . . . ● . . . ● . ● . . ● . ● . ● ● ● . 
[Poshyvanyk'05] ● . . . ● . . . . . ● . . . . . ● . . . . . . . . ● 
[Poshyvanyk'06b] ● . . . ● . . . . . ● . . . . ● . . . . . . . . . ● 
[Xie'06]  ● . . . ● . . . . . ● . . . ● . ● . . . . . . . . ● 
[Cleary'06]  . . . ● . . . . ● ● ● . . ● . ● . . . . . . . . . ● 
Other Tools for FL                           
[Robillard'03b] . . ● ● . ● . . ● ● ● . . . . ● . . . . . . . . . ● 
[Robillard'05b] ● . . . ● . . . ● . ● . . . . ● . . . . . . . . . ● 
[Savage'10b]  ● ● . ● ● . ● . . . ● . . ● ● ● . . . . . . . . . ● 
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[Bohnet'07b] . . . . . . . . . . . . . . . . ● . . . . . . . . . 
[Bohnet'07a] . ● . ● . . . . . . ● . . . ● . ● . . . . . . ● . ● 
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[Wilde'96] . ● . ● . . ● . ● . ● . . ● . . ● . ● . . . . ● . . 
[Wilde'01] ● ● ● ● ● ● ● . ● . ● . . ● ● . . ● ● . ● ● . ● ● . 
[Wilde'03] . ● ● ● . ● ● . ● . ● . . ● ● . . ● ● . ● ● . ● ● . 
[Ibrahim'03] . ● . ● . . ● . ● . ● . . ● . . ● . ● . . . . ● . . 
[Marcus'05c]  ● . ● ● ● ● . . . . ● ● . . . ● ● . ● . ● . ● ● . . 
[Revelle'09] ● ● ● ● ● ● ● . . . ● . . ● . ● . . ● . ● . . ● ● . 
[Simmons'06] . ● . ● . ● ● . . . ● . . . ● . ● . ● . ● . ● ● . . 
[Van Geet'09] . ● . ● . . ● . ● . ● . . . . ● . ● ● . . . . ● . . 
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