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ABSTRACT

Software systems play a vital role in modern society, supporting everything from
mobile applications to enterprise solutions and critical infrastructure. As these sys-
tems continue to grow in size and complexity, software engineers face increasing
challenges in maintaining their quality, reliability, and maintainability. Core tasks
such as bug triaging, code search, and change impact analysis require a deep and
comprehensive understanding of heterogeneous software artifacts, including source
code, textual documentation, graphical user interfaces (GUIs), and structural de-
pendencies. Traditional learning-based techniques, often limited to a single data
modality, struggle to capture the rich, interconnected context necessary for accu-
rate and scalable analysis in these domains.

This dissertation explores multimodal learning as a promising direction for address-
ing long-standing challenges in software engineering. By integrating multiple com-
plementary data modalities, this research improves automation, accuracy, and ro-
bustness in critical software maintenance tasks. Specifically, it investigates the use
of modern deep learning architectures, such as vision transformers, graph neural
networks, and code-specific language models, in constructing multimodal represen-
tations of software artifacts. Three novel techniques are proposed, each demon-
strating how multimodal integration can significantly improve the effectiveness of
automated software engineering tools.

The first contribution, Janus, is a technique for detecting duplicate video-based bug
reports, which are increasingly prevalent in GUI-centric mobile applications. Janus
combines vision transformer-based scene understanding with sequential frame align-
ment to capture visual, textual, and sequential patterns on GUI screens, enabling
nuanced comparison across video reports. Evaluation on an extended real-world
benchmark demonstrates that Janus outperforms prior work by 9%, supported by
both quantitative metrics and qualitative interpretability through hierarchical GUI
representations.

The second contribution, Athena, addresses the critical task of change impact anal-
ysis. Traditional impact analysis techniques often rely on historical co-change data
or dynamic execution traces, which can be brittle or expensive to collect. Athena
instead introduces a hybrid framework that integrates conceptual coupling, derived
from Transformer-based code embeddings, with structural dependencies encoded in
program dependence graphs. This fusion enables more accurate and fine-grained im-
pact predictions without the need for historical or run-time information. To support
a reliable evaluation, we construct the first large-scale benchmark for impact anal-
ysis based on fine-grained untangled commit data, revealing that Athena achieves
a performance gain of over 10% compared to state-of-the-art baselines.



The third contribution tackles the pressing issue of trustworthiness in deep code
models, particularly in the face of out-of-distribution (OOD) inputs. As software
models are deployed in open-world settings, they are increasingly exposed to in-
puts that differ from their training distribution, potentially leading to unreliable
behavior. To address this, we propose COOD and COOD+, the first multimodal
OOD detection frameworks tailored to code-related tasks. These techniques leverage
contrastive learning and binary rejection mechanisms across both code and natural
language comment modalities to detect anomalous inputs and recover performance
degradation in critical downstream SE tasks such as code search.

Together, these contributions demonstrate the power of multimodal learning to over-
come key limitations of traditional software engineering tools. By capturing the full
complexity of real-world software artifacts, which span code, text, visuals, and struc-
tural dependencies, this research offers a unified and robust foundation for the next
generation of intelligent software development tools. The proposed systems, mod-
els, and benchmarks not only improve automation and scalability, but also pave
the way for more trustworthy, accurate, and context-aware solutions in software
engineering.
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Chapter 1

Introduction

Software systems are essential to modern life, driving innovation and efficiency in areas

ranging from mobile applications to enterprise solutions and critical infrastructure. How-

ever, as these systems grow in scale, functionality, and complexity, developers face increas-

ing challenges to maintain their quality and reliability. Tasks such as understanding the

cascade impacts of code changes, managing extensive repositories of diverse artifacts, and

diagnosing complex issues require substantial effort and expertise. To address these chal-

lenges, researchers and practitioners have increasingly turned to advanced learning-based

techniques to automate and optimize various stages of software development. Traditional

approaches based on machine learning, which often rely on single data modalities [22,215],

have proven useful but often fail to capture the global context required for sophisticated

software engineering tasks. In fact, these tasks often span multiple modalities, requiring an

integrated understanding of various forms of data. For example, a screenshot of the mobile

app contains both visual demonstrations and textual information about the components,

requiring tools capable of simultaneously processing and understanding both.

Software engineering is inherently multimodal, encompassing diverse artifacts that

contribute to the development and maintenance of software systems. The key modalities

include textual data, source code, visual data, and structural information, each offering

distinct insights. Textual artifacts, such as bug reports, commit messages, and documenta-
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tion, are ubiquitous in software engineering, providing context and descriptions of system

behavior. The source code, a distinct modality, combines syntax, semantics, and structural

relationships. Effectively representing and understanding code requires techniques that

capture its meaning, structure, and context. The rise of graphical user interfaces (GUIs)

has introduced visual artifacts such as screenshots [211], video-based bug reports [55],

etc., which often depict the visual behavior of software systems, providing insights that

textual descriptions alone cannot convey. Structural information, characterized by de-

pendencies and relationships between modules of software systems, plays a critical role

in understanding interconnectivity. Represented through methods like data flow graphs

and control flow graphs, structural data provide a global view of software module inter-

actions. Together, these modalities enable for more comprehensive analysis and informed

decision making in software development. Using their complementary strengths, multi-

modal learning produces richer representations of software artifacts, improving prediction

accuracy and automation.

Despite its significant potential, multimodal learning in software engineering faces sev-

eral challenges. The heterogeneity of the modalities is a primary concern, as each has

distinct characteristics that require specialized processing techniques. Textual data are

typically sequential, visual data are based on spatial relationships, and structural data

is graph-based, necessitating tailored approaches for effective integration. Aligning in-

formation across modalities presents another complexity; for example, correlating local

code semantics with global structural dependencies demands a nuanced understanding

of how semantic and structural information interact. Scalability further complicates the

application of multimodal learning, as software systems often involve large-scale data, in-

cluding large volumes of code, numerous bug reports, and complex dependency graphs.

Multimodal models must process this data efficiently without compromising performance.

Lastly, software engineering tasks frequently require domain-specific expertise, such as

proficiency in programming languages, knowledge of software design principles, and un-

derstanding of bug manifestation patterns. Integrating this expertise into multimodal

2



frameworks is crucial to ensuring their effectiveness in real-world scenarios.

Recent advances in deep learning have accelerated the adoption of multimodal ap-

proaches in software engineering. Transformer-based models such as CodeBERT [72] and

GraphCodeBERT [81] have achieved strong performance by modeling data from both nat-

ural language (NL) and programming language (PL). For structural data, graph neural

networks (GNNs) [84] are widely used to process program dependence graphs, enabling the

integration of global structural information into localized representations. Meanwhile, vi-

sion transformers (ViTs) [62] have proven to be highly effective for processing visual data,

such as screenshots and GUI components, capturing critical layout patterns for tasks such

as GUI comprehension. These advances have collectively improved the ability to represent

and integrate multimodal information, paving the way for more sophisticated solutions in

software engineering.

This dissertation explores how multimodal learning can improve essential software en-

gineering tasks, such as bug triaging and impact analysis. These tasks are chosen for

their relevance and complexity as they represent core challenges in maintaining modern

software systems. Bug triaging involves efficiently identifying, categorizing, and address-

ing software defects, while impact analysis predicts the cascading effects of code changes

across a software system. Despite their importance, these tasks remain labor intensive,

time consuming, and error-prone, particularly as software systems evolve. Addressing

these challenges requires innovative approaches that integrate advanced computational

techniques into software engineering workflows. To this end, this dissertation proposes

several novel techniques, such as Janus and Athena, which exemplify how the combina-

tion of various data modalities can significantly improve automation and effectiveness in

software development.

Specifically, Janus is designed to address the growing challenge of managing video-

based bug reports, which are increasingly used to document issues in mobile and GUI-

based applications. By combining visual representation learning, information retrieval

and sequence-based algorithms, Janus analyzes the visual, textual, and sequential in-

3



formation present in video-based bug reports, improving the detection of duplicate bug

reports. Athena, on the other hand, focuses on impact analysis (IA), enhancing tradi-

tional IA techniques by integrating conceptual coupling, derived from transformer-based

neural models, with structural dependencies extracted from program dependence graphs.

This hybrid approach enables more accurate and scalable impact predictions without re-

lying on historical commits or execution traces.

Beyond improving performance on these core tasks, this dissertation addresses a broader

concern in modern ML-driven SE: the trustworthiness of deep code models. Specifically,

we examine the problem of out-of-distribution (OOD) detection, which is essential in

open-world settings where models encounter data that deviates from their training distri-

bution. Failing to recognize such input can lead to unreliable or erroneous predictions.

Motivated by the gaps in current SE research on OOD detection, we introduce COOD

and COOD+, the first multimodal OOD detection frameworks tailored for code-related

tasks. These techniques enhance the robustness of a key downstream task, namely code

search, by accurately identifying and managing OOD inputs.

In general, this dissertation contributes novel methods, systems, and evaluation bench-

marks that advance the field of multimodal learning in software engineering. By integrat-

ing heterogeneous sources of information, including text, code, visuals, and structural

relationships, these contributions demonstrate how SE tools can become more intelligent,

trustworthy, and more aligned with the complexities of real-world software development.

1.1 Task Focus and Contributions

1.1.1 Detecting Duplicate Video-based Bug Reports through Multimodal

GUI Scene Learning

Video-based bug reports have become a promising alternative to text-based reports for

programs centered around a graphical user interface (GUI), as they allow for seamless

documentation of software faults by visually capturing buggy behavior on app screens.

4



However, developing automated techniques to manage video-based reports is challenging,

as it requires identifying and understanding often nuanced visual patterns that capture

key information about a reported bug.

To this end, we propose a new approach Janus, which adapts the scene learning capa-

bilities of vision transformers to capture subtle visual and textual patterns that manifest

on GUI screens of the application - which is key to differentiate between similar screens for

accurate duplicate detection. Our approach also makes use of a video alignment technique

capable of adaptive weighting of video frames to account for sequential bug manifestation

patterns. We created a comprehensive benchmark for evaluation (the largest benchmark

to date) by drastically extending a prior dataset with real bugs as opposed to injected

bugs from prior work. The evaluation results demonstrate that our approach outperforms

previous work by 9%, with statistical significance. Additionally, we qualitatively illus-

trate how the improved performance Janus’s benefits from its scene-learning capabilities

through interpretable hierarchical GUI representations.

1.1.2 Code Change Impact Analysis via Multimodal Coupling

Impact analysis (IA) is a critical software maintenance task that identifies the effects of

a given set of code changes on a larger software project with the intention of avoiding

potential adverse effects. IA is a cognitively challenging task that involves reasoning

about the abstract relationships between various code constructs. Given its difficulty,

researchers have worked to automate IA with approaches that primarily use coupling

metrics as a measure of “connectedness” of different parts of a software project. Many of

these coupling metrics rely on static, dynamic, or evolutionary information and are based

on heuristics that tend to be brittle, require expensive execution analysis, or large histories

of co-changes to accurately estimate impact sets.

To address these challenges, we introduce Athena, a novel approach that first com-

bines graph information from the (structural) dependence of a software system with a

conceptual coupling approach that uses advances in deep representation learning for code

5



without the need for change histories and execution information. The code embeddings

are augmented through a graph-based propagation strategy to integrate global dependence

information into local code semantics. Prior benchmarks are small and suffer from tangled

commits, making it difficult to measure accurate results. Therefore, we built the first large-

scale impact analysis benchmark based on fine-grained commit information from bug fixes.

On this more reliable benchmark, Athena shows a significant improvement of 10% over

the baselines. In collaboration with Cisco Systems [1], this work has revitalized research

on impact analysis, a fundamental SE task that has been largely overlooked since 2018.

1.1.3 Towards More Trustworthy Deep Code Models by Enabling Mul-

timodal Out-of-Distribution Detection

When developers utilize state-of-the-art deep code models for various understanding and

generation tasks (e.g., code search, conceptual coupling used in our Athena approach),

it is crucial to ensure that the predictions produced by these models are trustworthy.

However, these models are typically developed under the assumption that training and

testing data come from the same distribution, which is often violated in the open world

since deployed models may frequently encounter OOD instances (OODs) that are not

seen in the training. Hence, when confronted with OODs, a reliable and trustworthy code

model must be capable of detecting them to either abstain from making predictions or

potentially forward these OODs to appropriate models handling other distributions or

tasks. Although OOD detection has been studied in the machine learning field, it has not

yet been explored in the SE context for code-related tasks.

Pre-trained natural language Transformers have been shown to be vulnerable to OODs,

so we hypothesize that pre-trained Transformer-based code models are similarly suscep-

tible. To verify this, we systematically investigate the ability of pre-trained code models

to detect OODs and the impact of OOD detection on a downstream code task (i.e., code

search). Our findings reveal that the performance of a code search model drops by around

5% due to the presence of OODs. Therefore, we developed the first multi-modal (i.e., com-
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ment and code) OOD detection framework for pre-trained code models using contrastive

learning in both unsupervised (COOD) and weakly-supervised settings (COOD+) [7].

As distribution shifts can occur in either modality (comment or code) or both, COOD+

integrates an improved contrastive learning module with a binary OOD rejections mod-

ule and devises a new scoring metric to fuse their prediction results. For evaluation, we

constructed the first OOD benchmark tailored for the code context with multiple (four)

scenarios. Extensive experimental results demonstrate the effectiveness of our COOD and

the integration of two modules in COOD+ for detecting OODs from different scenarios in

two modalities. More importantly, the performance loss of the code search model caused

by the presence of OODs is recovered by utilizing our COOD/COOD+ detector.

1.2 Organization

The remainder of this dissertation is organized as follows. Chapter 2 reviews the back-

ground relevant to this work, focusing on existing learning-based techniques for deriving

representations of software artifacts to support key tasks such as bug triaging and change

impact analysis. Chapter 3 presents the design and implementation of Janus, a system to

detect duplicate video-based bug reports in GUI-intensive mobile applications. It describes

how Janus leverages vision transformers and adaptive video alignment to model multi-

modal patterns, and reports the evaluation results on an extended benchmark. Chapter 4

introduces Athena, a novel framework for the analysis of change impact that integrates

deep code representation learning with structural dependency information to predict the

cascading effects of code changes. This chapter also details the creation of a new large-scale

benchmark and demonstrates Athena’s improvements over state-of-the-art approaches.

Chapter 5 turns to the challenge of ensuring the reliability of deep-code models in real-

world software engineering environments. It presents COOD and COOD+, the first mul-

timodal out-of-distribution (OOD) detection frameworks designed for code-related tasks.

These systems integrate contrastive learning and binary OOD rejection across code and

7



natural language modalities to identify anomalous inputs and improve the robustness of

downstream tasks in open-world settings. Finally, Chapter 6 concludes the dissertation by

summarizing the key contributions of this work and reaffirming the value of multimodal

learning in enabling more intelligent, trustworthy, and scalable software analysis tools.
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Chapter 2

Background

This chapter provides the necessary background for understanding the learning-based tech-

niques central to the dissertation proposal. We begin by discussing methods for visual rep-

resentation learning, highlighting both convolutional and Transformer-based approaches.

Next, we examine optical character recognition (OCR) techniques used to extract textual

information from GUI screens. Finally, we explore advances in code representation learn-

ing, focusing on both traditional and deep learning-based methods that enable semantic

understanding of software artifacts.

2.1 Visual Representation Learning

CNN-based Techniques. Visual Representation learning has become a popular field in

the Computer Vision domain [131]. The purpose of this research area is to learn high-

quality visual representations that are helpful for downstream tasks such as image clas-

sification [135], object detection [250], or image captioning [101]. Generally, this visual

representation task is performed unsupervised, self-supervised, or supervised [50, 176].

Most recently, a focus has been on contrastive methods [50, 176] and distillation meth-

ods [42]. While there has been a wealth of work on visual representation learning, it is

important to understand the techniques employed by past work on duplicate detection for
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video-based bug reports. The most closely related work to Janus is the Tango approach

introduced by Cooper et al. [55], where the authors used a self-supervised contrastive

method called SimCLR [50]. This technique uses data augmentation to generate different

views of a given image by training a Siamese network based on the temperature-scaled

cross entropy loss in order to learn representations that are invariant to image changes.

However, there are notable downsides of this approach including: (i) the need for large

collections of negative examples to facilitate the contrastive loss function, and (ii) limita-

tions related to the traditional Convolutional Neural Networks (ConvNets), upon which

SimCLR is built, which can have difficulty in distilling subtle visual patterns from the

learned representation that are essential for video de-duplication.
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Figure 2.1: The Vision Transformer (ViT) Architecture.

Transformer-based Techniques Recent advancements in deep learning from visual

data have, similar to other fields such as natural language processing, embraced the Trans-

former architecture [62] to learn visual representations. A popular recent approach, called

DINO [42], is capable of learning explicit information about the semantic segmentation
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of an image (i.e., object boundaries), which is likely a direct consequence of adopting the

Vision Transformer (ViT) architecture [62] and a self-supervised learning procedure. We

posit that learning object segmentation within an image will be particularly useful for

images of app GUIs, given their structured, component-based nature. An overview of the

ViT architecture is shown in Figure 2.1. As illustrated, it is made up of a standard Trans-

former encoder model [60] but instead of lexical tokens, “patches” of the images are fed

into the network. These image patches are treated the same way that tokens are treated

in lexical transformers: they are linearly transformed and have added positional embed-

dings. Given that image-level supervision requires laborious annotations and limits the

information that can be learned during training to a single concept with a few categories

of objects, Caron et al. [42] proposed a self-supervised training methodology for DINO,

which utilizes a student-teacher knowledge distillation training scheme [100].

2.2 Optical Character Recognition

Optical Character Recognition (OCR) is the process of converting images of typed, printed,

or handwritten text into machine-encoded text through text localization and recognition.

Text localization identifies textual regions, i.e., it distinguishes text from the background

by using object detection models that are capable of localizing text bounding boxes at

the word or text line level. The content in these regions is then recognized and converted

into natural language tokens based on an encoder-decoder architecture [198]. Historically,

OCR techniques have combined learning-based techniques with a number of heuristics to

aid in pruning false positives or merging neighboring image regions, making technique

pipelines quite complicated [196]. In prior work on Tango, the authors used the popular

Tesseract OCR [2] library, which segments components of the screen likely to contain text

by generating binary maps of the images to first obtain image regions and then uses the

long short term memory (LSTM) [78] model to recognize text on them.
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2.3 Code Representations Learning

To generate vectorized code representations, information retrieval (IR) approaches (e.g.,

LSI, term frequency - reverse document frequency (TF-IDF), latent dirichlet allocation

(LDA)) were first used to support SE tasks. They typically require building a corpus from

all documents (code artifacts) and then representing code by measuring the importance

of each code token to a document in the corpus and/or exploiting co-occurrences of code

tokens based on singular value decomposition (SVD) or Bayesian topic modeling. However,

these IR approaches treat the code as bag-of-words, ignoring the order and semantics of

code tokens. Thus, neural networks have been used to obtain more meaningful code

representations. For example, word2vec [163] takes into account each individual token

and its context tokens by using a sliding context window during training. Furthermore,

doc2vec [138] could learn a paragraph vector for variable length code, instead of using an

average representation of code tokens as word2vec does. Subsequently, more and more

end-to-end deep models (e.g., Bi-RNN [52], TextCNN [125], Self-Attention [209]) have

been used to extract code embeddings.

Representation learning refers to the process of learning a parametric mapping from

raw input data to a low-dimensional latent space with the goal of extracting more ab-

stract and useful features that enhance performance across various downstream tasks. In

recent years, self-supervised representation learning has gained significant traction in the

machine learning community, largely due to the success of large pretrained models. The

pretraining-then-finetuning paradigm [31, 60, 177, 237] has proven particularly effective in

natural language processing (NLP), where models are first pretrained on massive text

corpora in a self-supervised manner to learn general-purpose representations, and then

fine-tuned on task-specific datasets. The Transformer [209] architecture stands out as the

most representative encoder backbone for this scheme. With the advent of large-scale

code datasets (i.e., CodeSearchNet [107]), this scheme has also been increasingly applied

to learn code representations and auto-build software engineering tasks [17, 80, 216, 218].
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CodeBERT [72] was one of the first transformer-based pre-trained models to support var-

ious code-related tasks. It distinguishes between the programming language (PL) and the

natural language (NL) modality and captures their semantic connection during pretrain-

ing. However, it only utilizes the sequential information of the bi-modal data while ignor-

ing the inherent structure of code. Therefore, GraphCodeBERT [81] further incorporates

data flow information within methods into sequenced code snippets during pre-training,

resulting in enhanced code embeddings. Other pretrained models like UniXcoder [80] that

encode abstract syntax tree (AST) information to produce syntax-aware code embeddings.

2.3.1 Multimodal Contrastive Learning

Contrastive learning [85] is an emerging technique that learns discriminative representa-

tions from data organized into similar / dissimilar pairs. It has been developed over mul-

tiple subfields, such as computer vision (CV), NLP, [50, 122], and SE [80, 108]. Recently,

researchers have developed multimodal approaches that combine contrastive learning with

multiple data modalities, achieving superior performance over unimodal models in various

tasks [150, 176]. Due to the prowess of contrastive learning in discriminative tasks (e.g.,

classification and information retrieval), it naturally fits the OOD detection domain, as

shown by studies on unimodal and multimodal data [67,165,175]. Inspired by this, we ap-

plied contrastive learning to NL-PL data to learn representative and discriminate features

to train our OOD detector.
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Chapter 3

Detecting Duplicate Video-based

Bug Reports through Multimodal

GUI Scene Learning

Video-based bug reports are increasingly being used to document bugs for programs cen-

tered on a graphical user interface (GUI). However, developing automated techniques to

manage video-based reports is challenging, as it requires identifying and understanding

often nuanced visual patterns that capture key information about a reported bug. In this

project, our goal is to overcome these challenges by advancing the bug report management

task of duplicate detection for video-based reports. To this end, we introduce a new ap-

proach, called Janus, which adapts the scene-learning capabilities of vision transformers

to capture subtle visual and textual patterns that manifest on the application UI screens

– which is key to differentiate between similar screens for accurate detection of duplicate

reports. Janus also makes use of a video alignment technique capable of adaptive weight-

ing of video frames to account for typical bug manifestation patterns. In a comprehensive

evaluation on a benchmark containing 7,290 duplicate detection tasks derived from 270

video-based bug reports from 90 Android app bugs, the best configuration of our approach
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achieves an overall mRR/mAP of 89.8%/84.7%, and for the large majority of duplicate

detection tasks, outperforms prior work by ≈9% to a statistically significant degree. Fi-

nally, we qualitatively illustrate how the scene learning capabilities provided by Janus

benefit its performance.

3.1 Introduction

Video-based bug reports are becoming increasingly popular for mobile applications [48,

70, 71, 137]. As mobile app bugs are typically manifested visually via the graphical user

interface (GUI), recording videos depicting bugs is more natural compared to textual bug

reports [43, 48, 69, 71, 197]. App users can easily record app bugs through the recording

features of mobile operating systems (e.g., Android [6]) or through third-party recording

apps [5]. In addition, popular issue trackers, such as GitHub [11], offer easy-to-use features

for users to submit these videos to app developers. Recent studies have documented the

rapidly increasing use of videos in mobile app issue trackers [70,137]. Feng et al. studied

open source apps hosted on FDroid [9] and reported the usage of more than 13k video

recordings on issue trackers between 2012 and 2020, with a significant increase in usage

during 2018-2020 (i.e., a 15% - 35% increase). Kuramoto et al. [137] reported a 13%

increase in videos-containing issues in 2017-2021 for 289k popular GitHub projects.

Although video-based bug reporting offers various advantages (easiness of recording

and submission, and visual details about app bugs [48, 55, 70, 71, 137]), it also presents

several challenges for developers during bug report management tasks, particularly in

scenarios where a high volume of bug reports is encountered [48,70,71,137].

One of the most challenging tasks for developers is determining whether video-based

bug reports depict the same app bug. This situation arises when multiple users inde-

pendently report identical problems with the application (e.g., during crowd-sourced app

testing [55, 63, 88, 148]). In such scenarios, developers face the challenge of watching, un-

derstanding and assessing incoming and previously submitted video-based bug reports.
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This task can be extremely challenging, as these recordings typically show numerous steps

executed quickly, making it difficult to recognize the bug-reproduction scenario from the

videos [48,55,71]. Additionally, the behavior of buggy apps may not be apparent in videos

of the various types of bugs that apps can show on their GUI [66]. Developers often need

to pause and replay the videos multiple times in order to fully understand the reported

problems [48, 71]. The task of detecting duplicate (video-based) bug reports is crucial

during the bug triage process, as it helps developers avoid excessive redundant effort to

investigate and resolve identical problems [55,63,88,211].

This challenge is particularly prominent in the crowd-sourced testing of mobile apps [63,

88], wherein software vendors engage a large distributed user base to test applications in

various operational environments, for example, encompassing various devices, locations

and mobile networks. Crowd-sourced app testing often leads to multiple users encounter-

ing and reporting the same app-related issues. In fact, previous research has found that

a substantial proportion (80%+) of bug reports submitted by users during crowd-sourced

app testing are duplicates [211]. Consequently, developers often spend considerable effort

on duplicate detection, which can impede the overall bug resolution process [55,63,88,211].

This dissertation proposes Janus, a novel automated approach designed to assist devel-

opers in identifying duplicate video-based bug reports. Janus combines visual represen-

tation learning, information retrieval, and sequence-based algorithms to analyze visual,

textual, and sequential information present in video-based bug reports. Through these

methods, Janus establishes the degree of similarity between videos when reporting the

same bug, enabling the automated detection of duplicate reports.

To model visual information within videos, Janus leverages the Vision Transformer

(ViT) architecture [62] and the DINO self-supervised training scheme DINO [42], which

extract rich hierarchical features that explicitly capture scene layout information related

to GUI screens. In addition, Janus analyzes the textual content of videos using the

Efficient and Accurate Scene Text Detector (EAST) [253] and a Transformer-based Op-

tical Character Recognition (TrOCR) model [143], which accurately localize and extract
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text from video frames. By encoding this textual content via an adapted vector space

model (VSM) [77], Janus assesses the textual similarity between two videos. Finally,

to encode the sequential aspect of videos, Janus incorporates an adapted version of the

classical longest common substring algorithm, giving higher weight to subsequent video

frames that show the behavior of the buggy app even if the videos show different bug

reproduction scenarios.

We evaluated Janus using a comprehensive benchmark of 7,290 duplicate detection

tasks, constructed from 270 video-based bug reports that represent 90 unique bugs found

in nine Android apps. We created this benchmark by extending an existing data set

that relied mainly on synthetic bugs [55]. Specifically, we extended it by incorporating

90 video-based bug reports pertaining to 30 real bugs of different kinds (e.g., crashes,

incorrect app output, and cosmetic issues) from three additional apps, resulting in a more

comprehensive, realistic, and diverse benchmark.

Through multiple ablation experiments, we systematically assess the performance of

the individual components of Janus and various combinations of these components. Our

evaluation demonstrates that the most optimal configuration of Janus (when visual, tex-

tual, and sequential video information is combined) achieves an overall mRR / mAP of

89.8% / 84.7%, exceeding the performance of an existing duplicate detector by ≈9% (with

statistical significance). These results suggest that Janus can significantly reduce the ef-

fort required to identify duplicate video-based bug reports, as developers would only need

to review fewer video reports to assess whether an incoming report depicts a known bug.

Furthermore, we conducted a qualitative analysis to understand the reasons behind

Janus’ performance compared to prior work. In particular, Janus exhibits an inter-

pretable representation of video frames, effectively capturing nuanced patterns related to

the style, composition, and layout of the GUI component, which are crucial in accurately

distinguishing duplicate video-based bug reports.

17



3.2 Related Work

GUI Comprehension. Understanding GUI can help with many software engineering

tasks related to mobile applications, such as GUI reverse engineering [24, 46, 166, 248],

software testing [25,155,167,174,241], and GUI search [26,45,47]. Most GUI understanding

techniques need to detect GUI elements first to understand the information provided by

the GUI. Chen et al. [49] show that deep learning-based object detection models [64,179,

180] and scene text detector EAST [253] outperform old-fashioned detection models [169]

and the OCR tool Tesseract [195], respectively. Fu et al. [75] utilize the Transformer

architecture for GUI element detection, but only based on limited pixel words. The most

closely related work to our own [55] uses the self-supervised approach SimCLR [50] based

on ResNet [90] to understand the visual GUI and use OCR to obtain textual information

in order to detect duplicate video-based bug reports.

Duplicate Video Retrieval. To retrieve similar videos, traditional techniques in the

computer vision domain first extract global and/or local features of video frames, then

aggregate extracted features to represent a whole video, and finally calculate similarity

scores between videos. Visual features are extracted by hand-crafted image processing

methods, such as Local Binary Patterns (LBP) [113, 227], Scale-Invariant Feature Trans-

form (SIFT) [225, 249], or Convolutional Neural Networks (CNN) [90, 203]. The features

can then be aggregated based on global vectors [225], bag-of-words [53, 132], or deep

metric learning [133]. Kordopatis-Zilos et al. [134] conducted a comprehensive experi-

mental study comparing feature extraction methods, CNN architectures, and aggregation

schemes, showing that CNN+BoVW is the best performing combination, which is the rea-

son why the most relevant work [55] chose this strategy to obtain video representations.

3.3 The JANUS Duplicate Detector

This section describes the architecture and design details behind Janus, our approach to

detect duplicate video-based bug reports.
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3.3.1 Problem Formulation and Challenges

We formulate the problem of duplicate detection as an information retrieval (IR) problem,

as is typical for textual bug reports [120, 147, 173, 246]. A newly submitted video-based

bug report (the query) is compared to the set of previously submitted video reports in the

issue tracker (the corpus) using a retrieval engine (e.g., Janus), which retrieves and ranks

the corpus reports according to their similarity to the query. The higher a video-based

report is ranked, the more likely it is to depict the same bug as the query. A developer

would then watch the ranked videos in a top-down manner, marking the new video as

duplicate if they find a video depicting the same bug. Video-based bug reports depict the

incorrect behavior of an application (e.g., GUI screens showing a crash, layout problems,

or functional misbehavior), and the actions performed by the user on the GUI screens that

lead to such misbehavior (i.e., steps to reproduce the bug). Duplicate video-based bug

reports are pairs of two reports, e.g., the query report and one corpus report, that depict

the same buggy behavior, possibly showing different GUI steps, as multiple sequences of

steps can lead to the manifestation of the same buggy behavior. An advantage of an IR

formulation over other methods (binary classification e.g., as (non-)duplicate reports [44])

is the fact that a ranked list gives higher flexibility to developers, because multiple bug

reports are recommended as possibly showing the same bug.

Although the primary goal of a duplicate detector is to identify whether two distinct

videos depict the same incorrect app behavior, there are multiple challenges that make

this task particularly difficult. For example, duplicate videos may vary in length and

display different reproduction steps, originating from various reproduction scenarios exe-

cuted by users or the omission of certain steps during recording. Even if the reproduction

steps appear to be the same or highly similar in all videos, users can execute them at

varying speeds. Distinguishing between different videos that display distinct yet similar

unexpected app behavior and reproduction steps can pose challenges to detectors. Fur-

thermore, certain applications may display dynamic content. For example, a mobile web

19



browser allows users to navigate websites with varying layouts and content.
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Figure 3.1: Overview of the Janus duplicate detector.

3.3.2 Janus Overview

An overview of Janus is shown in Fig. 3.1. Janus receives as input two video-based bug

reports and outputs a similarity score that indicates how similar they are to depict the

same app bug. Janus can be used to compute the scores between a new video-based bug

report and a corpus of videos that represent previously submitted bug reports. The scores

allow for ranking the corpus videos as a list of potential duplicate candidates. The goal

of Janus is to rank higher in this list the actual duplicates for the new video.

Internally, Janus begins sampling a number of frames from the two videos at a given
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rate (every sixth frame following the findings of previous work [55]) to reduce overhead,

since successive frames tend to be exact or near duplicates of each other. Next, Janus

computes a vector representation of the videos by processing the visual and/or textual

content of the frames. Janus’s visual component, Janusvis, vectorizes each video into

a visual TF-IDF representation by discretizing the frames into a Bag of Visual Words

(BoVW) [110], using a feature extractor based on a Vision Transformer (ViT) model [62]

and the DINO self-supervised training scheme [42]. Janus’s textual component, Janustxt,

vectorizes each video into a textual TF-IDF representation by extracting the text from the

video frame (via the EAST [253] and TrOCR [143] models) and constructing a document

of the concatenated text, represented as a Bag of Words (BoW) [187]. Each pair of visual

or textual TF-IDF representations is then compared via cosine similarity. Visual and

textual similarities can be used individually to rank duplicate candidates, or combined

into a single similarity score to account for both modalities of information, ideally leading

to more effective duplicate detection.

To account for the sequential nature of video-based bug reports, which typically show

the reproduction steps first and the incorrect app behavior afterward, Janus can compute

an alternative similarity score, based on a customized version of the longest common

substring (LCS) algorithm, which matches the vector representation of video frames via

cosine similarity and produces an overall similarity score that weights the later frames

in the video more heavily than the earlier ones. This similarity is calculated by the

sequential component Janus’s, Janusseq, which operates on the visual (Janusseq−v) and

textual (Janusseq−t) vector representations of the frames.

3.3.3 Janusvis: Visual Representation of Videos

Janusvis obtains a visual representation of a video in two steps. First, the sampled

video frames are resized to 224 × 224 (pixels) and encoded using visual representation

learning [131]. Second, these frame embeddings are further processed into a Bag of Visual

Words (BoVW) [134], which is used to represent a video as a TF-IDF vector [187]. The
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goal is to learn useful visual information from the GUI components and layouts of the app

shown in the videos to distinguish potential duplicates from non-duplicates.

3.3.3.1 Visual Representation of Video Frames

Visual representation learning aims to obtain high-quality visual representations that are

helpful for downstream tasks such as image classification [135], object detection [250], or

image captioning [101]. This task is typically carried out unsupervised, self-supervised,

or supervised [50, 176]. Most recently, a focus has been on contrastive [50, 176] and dis-

tillation learning methods [42]. A promising technique, known as the Vision Transformer

(ViT) [62] has recently been proposed to better understand visual representations. The

performance of this architecture has been demonstrated to surpass or, at the very least,

match previous models relying on Convolutional Neural Networks (CNNs) for image clas-

sification. However, the most significant advantage of ViT lies in its ability to excel beyond

CNNs in capturing explicit information concerning the semantic segmentation of an image

(i.e., layouts and object boundaries) [62].

We posit that learning object segmentation within an image is particularly useful for

app GUI screens, given their structured, component-based nature. Hence, we adopted the

ViT architecture for designing Janusvis. The ViT architecture is made up of a standard

Transformer encoder model [60] but instead of lexical tokens, “patches” of the images are

fed into the network. These patches are treated in the same way that tokens are treated in

lexical transformers: they are linearly transformed and have added positional embeddings.

Given that image-level supervision requires labor-intensive annotations and limits the

information that can be learned during training to a single concept with a few categories of

objects (as is the case of app GUI screens, which contain components and layouts of well-

defined kinds), we need to train our ViT model in a self-supervised manner. Janusvis

trains its ViT using the DINO self-supervised training methodology DINO [42], which

leverages a student-teacher knowledge distillation training scheme [100]. In this scheme,

The student network is trained to match the distribution of the teacher network by min-
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imizing the standard cross-entropy loss. Usually, the teacher network is larger than the

student network in terms of the number of model parameters. However, the teacher net-

work in DINO is built from the past iterations of the student network with an exponential

moving average strategy, whose parameters are frozen over an epoch by applying a stop-

gradient operator, given that direct replication of the student weights fails to converge.

The outputs of both networks are normalized using a softmax temperature. To adapt

the knowledge distillation architecture to self-supervised learning, two global views and

several local views are constructed on the basis of data augmentations [79] and the multi-

crop strategy [41], with local views passed through the student while only the global views

are passed through the teacher network, to encourage local-to-global correspondence. By

combining DINO with ViT, we aim to further improve the ability to capture global GUI

layouts.

Through this self-supervised training process, the model learns a rich representation

of images that emphasize scene layouts and object boundaries. To further refine the

DINO model’s capabilities to our domain of app GUI screens, we fine-tuned the Janus’s

ViT model, which was pre-trained on ImageNet [59], on a collection of 66k mobile app

screenshots from the popular RICO dataset [58]. We directly use the projected output of

the [CLS] token, a special token that marks the weighted aggregation of all image patch

embeddings, from the last block of the ViT model as the representation of video frames.

3.3.3.2 Visual Representation of Videos

To represent a video, Janusvis implements a BoVW + TF-IDF approach, since it has

been shown to be more useful for video retrieval compared to other approaches [134] (e.g.,

using directly the frame representations for similarity computation or aggregating them

into a single vector).

Janusvis discretizes the frame representations by leveraging a Codebook of visual

words [134]. The Codebook represents a catalog of visual words, which are representative

vectors found in a corpus of images (in our case, images of app GUIs). The Codebook is

23



constructed using a trained K-Means model that clusters the corpus of image represen-

tations into K clusters, the centroids being the visual words. Janusvis then assigns each

video frame representation to its closest cluster centroid (i.e., a visual word) via Euclidean

distance. The Codebook is trained by randomly sampling 15k mobile app screenshots from

the RICO dataset [58], vectorizing them via our fine-tuned ViT model, and running the

K-Means algorithm on the vectors, with K = 1k recommended by prior work [134]. We

take a sample rather than using the entire RICO dataset due to computational constraints

of the K-Means algorithm. The codebook is trained only once before the TF-IDF repre-

sentation approach is applied.

Once each frame representation is discretized to its corresponding visual word, Janusvis

computes a TF-IDF vector representation of a video, as was similarly done for text re-

trieval [187]. The term frequency (TF) is the count of each visual word in the video. The

inverse document frequency (IDF) is the count of BoVW representations of existing videos

where a visual word appears. Since a corpus of existing videos for a particular app may be

small and may lack diversity, we consider the set of RICO images as the corpus of existing

videos. By considering the diversity of apps in the RICO dataset, we aim to improve the

generalization of the TF-IDF video representations.

Janusvis compares the TF-IDF representation of two videos via cosine similarity to

establish the likelihood that the videos show the same app bug. This method is applied

to the existing corpus of TF-IDF visual representations for an app to generate a ranked

list of candidate duplicate videos for a new video-based bug report.

To address potential biases due to random sampling when creating the codebook, we

adapted Janusvis to use four codebooks (each trained on 15k RICO images, 60k in total).

Specifically, Janusvis uses each codebook to produce similarity scores for a set of videos.

These similarity scores are averaged to produce a final set of similarities and video ranking.

More details are given in section 3.4.3.2.
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3.3.4 Janustxt: Textual Representation of Videos

Janustxt creates a textual representation of a video in two steps: (1) it localizes and

extracts the text present in the video frames via neural text localization and Optical

Character Recognition (OCR); and (2), it encodes the extracted text using a standard

TF-IDF representation [187]. The goal is to take advantage of text from labels, messages,

and other sources shown in the frames to compute video similarity.

For the first step, Janustxt has two components: (1) a text localization component

that proposes image regions where text is rendered, and (2) a text recognition component

that takes those regions and extracts any text present in them. The text localization com-

ponent implements the Efficient and Accurate Scene Text Detector (EAST) model [253],

which has been trained to directly derive region proposals. The text recognition com-

ponent uses the TrOCR Transformer model [143], which takes proposals from the EAST

region and directly predicts the text represented in the proposals. The combination of

EAST and TrOCR was adopted over the popular TesseractOCR [2] approach because:

(1) such a combination simplifies the overall OCR pipeline since it relies only on neural

models, without needing heuristic-based approaches to filter out poor text region candi-

dates (as TesseractOCR does); and (2) such a combination has shown strong performance

improvements in detecting scene text as well as handwritten/printed text, which means

it is less sensitive to noise in the images. Each video frame is put through this 2-stage

pipeline to extract its text.

For the second step, Janustxt concatenates the text from all video frames and pre-

processes it by tokenization, lemmatization, and removal of special characters, such as

non-ASCII characters, punctuation, or stop words. This resulting text is used to build a

Bag of Words (BoW) representation of the video, which is then encoded as a standard tex-

tual TF-IDF representation using the popular Lucene library [77], which implements the

standard Boolean information retrieval model and the Vector Space Model (VSM) [187].

We use this textual representation approach over neural text encoding models because it
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is based on exact text matching, which could lead to more accurate similarity computation

of duplicate videos (as they are likely to show the same text on the buggy app screens).

Finally, Janustxt compares the TF-IDF representation of two videos using Lucene’s

similarity scoring function (based on cosine similarity and document length normaliza-

tion) [14]. The similarity computation can be applied to a corpus of video-based bug

reports to generate a ranked list of possible duplicate videos to the new video.

3.3.5 Janusseq: Sequential Similarity of Videos

Janusvis and Janustxt ignore the sequential order of the videos, as these components are

based on Bags of (Visual) Words. However, the buggy app behavior is typically shown

toward the end of a video-based bug report, after the bug reproduction steps have been

rendered. To account for the sequential order of the videos, Janus employs a modified

version of the longest common substring algorithm (LCS) to calculate an alternative sim-

ilarity score between videos. This approach is coined as Janusseq and operates on both

visual (Janusseq−v) and textual representations of videos (Janusseq−t).

Janusseq treats a video as a sequence of visual/textual words, based on the vector

representation of the video frames, and applies an LCS-based approach for similarity

computation. Intuitively, the longer the LCS between videos, the higher their similarity.

The textual representation of a video frame is the TF-IDF vector of the text extracted

from the frame, using the approach described in section 3.3.4. In the standard word-based

LCS algorithm, words are compared using exact text matching. To account for similar,

yet different video words (which might be common for textual video representations),

we relaxed this matching scheme and instead used cosine similarity between video frame

representations. Additionally, similarity-based matching should weigh more heavily the

frames that appear later in the videos, as they are more likely to show the buggy app

behavior and should give a normalized similarity score between zero and one.

Given these requirements, we defined the following similarity computation for Janusseq:

Sseq =
w-LCS

max w-LCS , where the numerator, w-LCS, represents the amount of overlap between
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two videos, given by our modified LCS algorithm, which uses the cosine similarity between

frames (rather than exact matching) and a weighting scheme that favors later frames in

the videos. The weighting scheme is i
m × j

n , where i is the ith frame of a first video, with

m being its # of frames, and j is the jth frame of a second video, with n being its # of

frames. The denominator, max w-LCS, represents the maximum possible overlap if the

videos were identical. Since the videos could be of different lengths, we align the end of

the shorter video (with length min), to the end of the longer video (with length max),

and calculate the maximum overlap as:
∑min

i=1
i

min × max−i
max .

3.3.6 Combining Janus’s Components

To design Janus, we explore different combinations of its components. The similarity

scores of Janusvis and Janustxt can be linearly combined as (1 − w) × Svis + w × Stxt,

with w ∈ [0, 1]— the higher w is, the more weight it gives to the textual information of

the videos. We also explore various combinations that replace this similarity calculation

with those given by Janusseq (Janusseq−v & Janusseq−t), which consider sequential video

information.

3.4 Evaluation Methodology

We investigate the performance of Janus’s components (Janusvis, Janustxt, and Janusseq),

as well as the performance of various combinations of these components, and compare these

to a baseline duplicate detection technique proposed in prior work [55]. Furthermore, our

objective is to understand why we observe various trends in the overall performance of

Janus and qualitatively examine the cases where Janus is able to outperform the baseline

technique. To that end, we formulate the following research questions (RQs):

RQ1: What is Janusvis’s duplicate detection performance?

RQ2: What is Janustxt’s duplicate detection performance?
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RQ3: What is Janusseq’s duplicate detection performance?

RQ4: What is the performance of Janus’s component combinations?

3.4.1 Duplicate Detection Dataset

We constructed a comprehensive evaluation dataset by extending a prior dataset that

mainly relied on synthetic app bugs [55]. The previous data set collected 60 distinct bugs

(35 crashes and 25 non-crashes) in six Android apps of different sizes and domains (e.g.,

podcast, finance and weight management apps). The data set contains ten confirmed real

bugs and 50 bugs injected by the MutAPK mutation testing tool [66], which generates

code mutations based on diverse mutant operators that affect various features of the app.

The data set includes three duplicate videos per bug, for a total of 180 video-based bug

reports, and a set of 810 duplicate detection tasks per app, for a total of 4,860 tasks created

from the videos. We refer to this dataset as the original dataset. Next, we describe how

we extended this dataset and detail the creation of video-based bug reports and duplicate

detection tasks to evaluate Janus.

3.4.1.1 Extended Real Bug Dataset

We extended the previous data set by building an evaluation data set containing only

real bugs. Wendland et al. [220] released the AndroR2 data set containing 90 manually

reproduced bug reports for Android apps. This data set was then extended by adding

more 90 reproduced bug reports in the AndroR2+ dataset [114], for a total of 180 real

and reproducible reports. For each bug report, AndroR2+ provides a link to the original

bug report in the issue tracker, an apk of the version of the buggy app, a reproduction

script and metadata for bug reproduction (device, OS version, etc.).

To construct our new real bug dataset, we chose the three apps with the largest number

of bugs from AndroR2+, while also ensuring the diversity of app categories. We selected:

Firefox Focus (FCS) [10], a web browser; PDF Converter (ITP) [13], an image-to-PDF
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converter; and GPSTest (GPS) [12], a GPS testing app. FCS is the only app that renders

dynamic content on the screen. For these apps in AndroR2+, we found ten bug reports

for FCS, nine reports for GPS, and eight reports for ITP. We further manually checked

each app’s issue tracker and collected one more bug for GPS and two more bugs for ITP

to have the same number of bugs per app. To find the apkfiles of the correct buggy

version of the apps for these three bugs, we chose the version of the app closest to the

date the issue was created and confirmed that the apk allowed a successful reproduction

of the bug. Based on the AndroR2+ metadata and the three bug reports we collected,

there are seven different OS versions used to reproduce the bugs, namely, Android version

4.4.4, 6.0.1, 7, 7.1, 8, 8.1, & 9.

3.4.1.2 Duplicate Video Recording

The authors of the article and the external participants recorded videos replicating the 30

real bugs collected from the three AndroR2 + apps, following previous work [55].

We re-wrote the descriptions of the steps to reproduce (S2R), expected behaviors, and

observed behaviors for these bugs to ensure that they are clear and easy for participants

to reproduce from an end-user perspective. Although AndroR2 + bugs were reproducible

in a Pixel 2 emulator, we chose Nexus 5X to maintain the same device configuration as

the previous dataset [55], since bugs were also reproducible in Nexus 5X. This ensures

a consistent resolution of the videos across the benchmarks. Additionally, we minimized

the different OS versions to three (6, 8.1, and 9) to reduce the participants’ effort by

finding the closest OS versions to their original ones while ensuring the bugs were still

reproducible. Also, having these additional OSes in our video reproductions of these bugs

has the added benefit of being more realistic—the prior dataset only used Android 7.0.

Although AndroR2 + provides automated bug reproduction scripts, we avoided using

them for two reasons: (i) we found that certain scripts led to errors that did not properly

reproduce the bug and (ii) we wanted to capture video-based reports depicting real human

actions, to ensure the most realistic setting possible.
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The authors of the paper created video reports for the 30 bugs according to the S2R.

To maintain three duplicate videos per bug, in line with the previous dataset, two authors

(who previously did not record any videos) along with two Ph.D. students were asked to

record the additional 60 videos, each responsible for reproducing 15 distinct bugs with only

the descriptions of expected and observed behaviors, to ensure diversity of reproduction

steps. Unlike the previous data set, the recorded videos do not show the Android touch

indicator when the user taps the screen.

In total, our new dataset consists of 90 video-based bug reports corresponding with

three duplicates of 30 real bugs from three apps. It contains two crashes and 28 non-

crashes, comprising 270 reproduction steps in total (249 taps, six gestures, and 15 input

entry actions) and ≈35-second videos, on average. There are six videos for Android 6,

nine for Android 9, and 75 for Android 8.1.

3.4.1.3 Duplicate Detection Tasks

In line with the previous data set, we construct duplicate detection tasks for each app to

be as realistic as possible. We define a duplicate detection task as having: (1) a query

video that represents a newly reported video-based bug report, and (2) a corpus of 13

existing video-based reports. The query must be compared against the corpus in order

to determine whether the incoming report is a duplicate of an existing report. Each task

contains videos of the 10 bugs for an application. The corpus contains two duplicate videos

of the query (i.e., they show the same bug). The remaining 11 videos are non-duplicates:

three of them are duplicates of each other but not of the query (i.e., they show a bug

different from the query bug), and eight videos show distinct bugs. Each task simulates

a situation that is similar to crowd-sourced app testing, where duplicates of the query, of

other bugs, and unique video-based reports exist together on the issue tracker for an app.

Using different combinations of bugs and videos, we created a total of 810 tasks per

app or 2,430 tasks across all apps. Combining both the previous and the new datasets,

there are 7,920 tasks in our extended evaluation benchmark to evaluate Janus.
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3.4.2 Baseline Duplicate Detector

We compare Janus against the Tango duplicate detector introduced by Cooper et al. [55].

Tango also leverages multimodal information to detect duplicate video-based reports, us-

ing less sophisticated methods compared to Janus. It extracts visual features from video

frames using a contrastive learning method called SimCLR, which uses a ResNet-50 CNN

to learn local features of app GUIs [50]. It also analyzes text displayed on GUI screens

using an approach that combines LSTM-based language models and heuristics, relying on

TesseracOCR to extract text from video frames [2]. Finally, Tango performs a limited

alignment of video frames: only for its visual SimCLR features extracted. Tango’s evalu-

ation found the best performing configuration is when the visual and textual components

are combined, hence we compare Janus against this configuration while also performing

ablation comparisons between their individual components.

3.4.3 Metrics and Experimental Settings

3.4.3.1 Evaluation Metrics

We use standard metrics used in previous work on duplicate bug report detection evalua-

tions [55,120,147,246]:

• Mean Reciprocal Rank (mRR): gives a measure of the average ranking of the first

duplicate video found in the candidate list of videos given by a duplicate detector. It is

calculated as: mRR = 1
N

∑N
i=1

1
ranki

, for N duplicate detection tasks (ranki is the rank

of the first duplicate video for task i).

• Mean Average Precision (mAP): it gives a measure of the average ranking of all du-

plicate videos for a query video. It is calculated as: mAP = 1
N

∑N
i=1

1
DV

∑DV
v=1 Pi(rankv),

where DV is the set of duplicate videos for task i, rankv is the rank of the duplicate

video v, and Pi(k) =
duplicates

k is the number of duplicates in the top-k candidates.
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All metrics give a normalized score in [0, 1]—the higher the score, the higher the

duplicate detection performance. We executed different configurations of Janus and the

baseline on the 7,920 tasks and computed/compared the metrics between these approaches.

3.4.3.2 Model Configurations

We compared Janusvis against Tango’s visual component by experimenting with two

ViT models: ViT-Small (ViT-S) and ViT-Base (ViT-B), which have six and 12 self-

attention heads, respectively. ViT-S has a size similar to RestNet-50’s size (used by

Tango’s SimCLR): ≈23M parameters. To evaluate the differences between SimCLR

(contrastive) and DINO (distillation) training schemes, we implemented Janusvis with

DINO + RestNet-50. We also experimented with the following patch sizes for ViT: 16×16

(/16) and 8× 8 (/8) pixels, as patch size can affect Janusvis’s performance [62]. In total,

we executed four DINO models: DINO (ResNet), DINO (ViT-S/16), DINO (ViT-S/8), &

DINO (ViT-B/16). ViT-B/8 was not included in the experimentation for Janusvis due

to its substantial computation overhead.

To account for potential biases from random image selection when constructing the

Janusvis’s Codebook, we used four distinct Codebooks, each trained on 15k distinct RICO

images (60K images in total). With each codebook, Janusvis generates similarity scores

for a set of videos. These similarities are averaged across the four codebooks to produce

final scores used for ranking. To perform a fair comparison with the visual component

of Tango, we implemented the same codebook generation strategy in Tango, using its

publicly released implementation [55]. The recomputed results Tango in the previous

dataset are slightly higher than those reported in the original paper (76.2 vs. 75.3 mRR

and 69.8 vs 67.8 mAP).

We compared Janustxt against Tango’s textual component by experimenting with

different configurations for the EAST and TrOCR models. For EAST, we used three

different resolution thresholds to filter out small text regions: 5 × 5 (EAST-5), 40 × 20

(EAST-40), and 80× 40 (EAST-80). The 5× 5 threshold is used by default in EAST. We
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Table 3.1: The network configurations and fine-tuning hyperparameters for Janusvis compared
with SimCLR used by Tango

model dim # params batch size w-temp temp
SimCLR 2,048 23M 1,792 – –

DINO (ResNet) 2,048 23M 96 0.03 0.03 (0)
DINO (ViT-S/16) 384 21M 96 0.03 0.03 (0)
DINO (ViT-S/8) 384 21M 18 0.04 0.05 (30)
DINO (ViT-B/16) 768 85M 64 0.05 0.07 (50)

did not test larger resolutions than 80× 40 to ensure that each textual document created

for the video has at least one valid detection. 40× 20 was included as a middle ground to

understand the impact of threshold size on video similarity calculation. For TrOCR, we

used its large version with BEiT Large [23] as the encoder and RoBERTa Large [153] as

the decoder. Two fine-tuned TrOCR-Large models are used, namely TrOCR-p (fine-tuned

on the printed text dataset SROIE [106]) and TrOCR-s (finetuned on the synthetic scene

text datasets such as ICDAR15 [121] and SVT [212]).

3.4.3.3 Model Training

All visual models were fine-tuned in the 66k mobile app screenshots from the RICO

dataset [58] for 100 epochs using model checkpoints trained on ImageNet [59], except

for DINO (ViT-B/16), to fairly compare it with the Tangovis’s SimCLR model. After

examining preliminary results showing the advantages of DINO with ViT, we decided to

train DINO (ViT-B/16) for 400 epochs [42]. Fine-tuning was performed on three NVIDIA

T4 Tesla GPUs with 16GB of memory each. Because DINO does not use contrastive

learning, we were able to use a much smaller batch size compared to the SimCLR model

used in Tango: 96 vs 1,792 for ViT-S/16 and ResNet-50. For the ViT-B/16 and ViT-

S/8 models, we used a batch size of 64 and 16 due to memory constraints. Table 3.1

shows the network configurations and three hyperparameters to fine-tune, where dim is

the representation dimension of the output, # parameters is the total number of model

parameters. ”temp” and ”w-temp” represent the teacher temperature and the warm-up

teacher temperature, respectively, and the numbers in parentheses are the # epochs used
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for warm-up. Model training was not required for Janustxt as we directly use pre-trained

EAST and TrCOR models for GUI text localization and recognition [143,253].

3.5 Evaluation Results

Table 3.2 shows Janus’s duplicate detection performance compared to the baseline Tango,

for their individual components: visual, textual, and sequential. Table 3.3 shows the per-

formance of different combinations of components Janus, compared to the baseline.

Cells shaded green in these tables indicate a statistically significant (via Wilcoxon’s

paired test at the p < 0.05 level) higher effectiveness when comparing a given Janus

configuration/component to a given Tango configuration/component. Yellow-shaded cells

indicate higher performance, but without statistical significance. We present the results

for each app of the original (mostly synthetic bugs) and extended (real bugs) datasets and

the general results that account for all the apps in both sets, separately and together.

While we calculated the performance of four Janusvis DINO models (i.e., DINO with

ResNet, ViT-S/16, ViT-S/8 and ViT-B/16), we present (in tables 3.2 and 3.3) the best

performing model for Janusvis: DINO with ViT-B. Likewise, we report here the results of

the best performing model configuration for Janustxt, namely EAST-80 (EAST that filters

out region proposals smaller than 80 × 40) combined with TrOCR-s (TrOCR fine-tuned

on real-world scenes, e.g., street scenes, instead of text found in printed and handwritten

documents). The results for all DINO, EAST, and TrOCR configurations can be found in

our replication package [231].

Tables 3.2 and 3.3 show a consistent trend: the performance achieved by any duplicate

detector (i.e., any configuration) is lower for the original dataset than for the extended

dataset. After investigating the minimal set of ground truth reproduction steps of bugs

used in the datasets, we found that this trend is explained by the number of overlapping

steps between distinct bugs in an app. We observed that distinct bugs for a given app

in the original dataset have a larger step overlap than distinct bugs in the extended
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dataset. It is more challenging for a duplicate detector to distinguish between duplicate

and nonduplicate videos if there is a larger step overlap across bugs (hence, across videos).

Recall that in a duplicate detection task, the videos in the corpus are for distinct bugs; if

there is a larger overlap among them, particularly between duplicates and nonduplicates,

a detector would struggle to discern the differences.

3.5.1 RQ1: Janusvis’s Performance

Table 3.2: Performance of the individual components of Janus and the baseline Tango
Visual Textual Sequential (visual) Seq. (textual)

Tango Janusvis Tango Janustxt Tango Janusseq−v Janusseq−tApp
mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP

APOD 77.19 69.98 87.32 79.79 80.80 75.30 79.76 73.09 55.01 44.85 84.45 71.11 73.40 68.09
DROID 68.43 58.82 80.77 71.44 67.90 64.70 78.88 72.52 46.54 37.91 61.49 50.88 76.19 73.64
GNU 81.53 75.83 81.83 75.54 84.50 82.30 89.53 81.28 55.91 43.37 71.41 58.82 52.79 43.81
GROW 83.53 78.60 87.46 80.33 76.80 69.00 82.65 77.38 74.57 64.46 92.14 84.57 77.45 76.24
TIME 70.26 65.35 73.76 69.46 47.40 37.70 64.80 56.67 50.85 43.62 63.14 56.18 69.34 66.16
TOK 76.03 70.37 81.11 71.33 61.30 53.30 53.95 44.48 38.13 33.36 53.39 43.22 54.00 47.83

Original 76.16 69.83 82.04 74.65 69.80 63.70 74.93 67.57 53.50 44.59 71.00 60.80 67.20 62.63

FCS 91.09 85.82 86.88 82.69 85.12 79.12 86.17 84.88 65.23 55.42 90.20 85.91 90.53 88.21
GPS 95.99 92.15 98.09 95.70 92.11 84.82 97.51 96.10 68.34 60.63 93.72 86.64 57.83 53.33
ITP 81.93 73.92 93.29 84.08 89.73 86.34 96.77 89.83 69.50 54.37 90.56 78.20 54.74 46.87

Extended 89.67 83.96 92.75 87.49 88.98 85.74 93.48 90.27 67.69 56.81 91.50 83.58 67.70 62.80

Overall 80.66 74.54 85.61 78.93 76.14 70.06 81.11 75.14 58.23 48.67 77.84 68.39 67.36 62.69

Table 3.2 shows the duplicate detection effectiveness of Janusvis (DINO with ViT-B)

compared to visual Tango (SimCLR).

Before discussing the table results, we briefly discuss the results of comparing the

training schemes (distillation via DINO vs. contrastive via SimCLR, both using the same

pre-trained ResNet weights). We found that SimCLR outperforms DINO for six of nine

apps by a relatively small margin (by 3.5% mRR and 4.2% mAP, on average), but DINO

outperforms SimCLR for the remaining three apps (APOD, GNU, DINO) by a larger

margin (7.5% mRR and 6% mAP, on avg.). Overall, across all the apps, we found a similar

performance between these two approaches (less than 1.1% mRR/mAP improvement),

which indicates the training scheme does not have a large impact on duplicate detection

performance.

Furthermore, both ViT-S/16 and ViT-S/8 used by Janusvis’s DINO exhibit superior

performance compared to ResNet-50 used by visual Tango’s SimCLR. Specifically, al-
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though ViT-S/16 and ViT-S/8 have a similar model size to RestNet-50, they outperform

ResNet-50 by 2.91% and 2.92% respectively, in terms of mRR on average, with statistical

significance. This highlights the effectiveness of ViT over ResNet for duplicate video-based

bug report detection.

Table 3.2 shows that Janusvis (DINO with ViT-B) significantly outperforms the base-

line in both datasets. We observe an overall improvement of (85.61 - 80.66)/80.66 = 6.1%

mRR and (78.93 - 74.54)/74.54 = 5.9% mAP, with statistical significance. This overall

performance results from an improvement in eight of nine apps compared to the baseline

(seven with statistical significance), with Tango only having a substantial improvement

over Janusvis for the FCS app. These FCS results are due to the nature of the app and

the underlying models. Specifically, FCS is a web browser and the video-based bug re-

ports produced for this app show users navigating to different websites. The app produces

dynamic content: the navigated websites have different layouts and visual characteristics.

Janusvis’s ViT is prone to focusing more on the structure of the GUIs, extracting global

features about the layouts, while the baseline’s ResNet tends to focus on local visual fea-

tures of the GUIs, not necessarily on general screen layouts, which are more beneficial

to detect duplicates. Compared to ResNet, ViT’s emphasis on GUI layouts leads to a

more substantial dissimilarity between duplicates when sequential visual information is

not taken into account.

3.5.2 RQ2: Janustxt’s Performance

Table 3.2 shows that Janustxt is substantially more effective than textual Tango for seven

of nine apps (with statistical significance), especially for DROID (improvement of 16.2%

mRR and 12.1% mAP) and TIME (improvement of 36.7% mRR and 50.3% mAP). Only

for the apps APOD and TOK, Tango is higher, resulting in Janustxt’s overall superiority

on both the original and the real bug datasets (overall, by 6.5%/7.3% mRR/mAP). The

reason why Janustxt does not perform better for APOD and TOK is that these apps

usually contain short or small pieces of text (e.g., due to small fonts) on many of their
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screens, and EAST fails to identify them because these pieces fit in smaller regions than

80 × 40 pixels. Indeed, when reducing the threshold to 40 × 20, Janustxt outperforms

Tango for APOD and TOK (by 1.5%/1.1% and 8.8%/5.2% mRR/mAP respectively).

Janustxt’s performance is slightly higher than Janusvis’s for the extended dataset

(improvement of 0.8%/3.1% mRR/mAP overall), but lower for the original dataset (by

9.5%/10.5% mRR/mAP). The lower improvements come from the TOK app, which does

not contain enough textual information to accurately detect duplicates [55].

3.5.3 RQ3: Janusseq’s Performance

Table 3.2 shows that Janusseq−v is substantially more effective in detecting duplicates

than sequential Tango, when using visual frame representations. Janusseq−v outper-

forms the baseline for every app in the original dataset (by 32.7% mRR and 36.4% mAP

overall) and in the extended dataset (by 35.2% mRR and 47.1% mAP overall). The high

improvements can be attributed to the power of Janus’s ViT in learning the global struc-

ture of GUI screens, while Tango’s ResNet focuses on learning local GUI features. Global

GUI structure representations are more useful to measure the sequential overlap between

video frames even when there are small variations in the frames because of slightly different

reproduction steps. Also, we note that the improvements for the FCS app are substantial

(38%/55% mRR/mAP). Since we observed very different GUI layouts in video frames

for this app (because users navigated to different websites), these results are indicative

of the effectiveness of the sequential similarity approach of Janus in combination with

ViT-based frame representations (compared to the baseline).

Since Tango’s sequential component is not designed to work with textual frame

representations (unlike Janus), we only compare the performance of Janusseq−t with

Janusseq−v. In general, Janusseq−v outperforms Janusseq−t by 15.6%/9.1% mRR/mAP.

It substantially outperforms Janusseq−t for five of nine apps by 39.4%/ 35.8% mRR/mAP

on average, while having a lower performance for the remaining four apps (7.4%/14.6%

mRR/mAP). The largest improvement is observed in the GPS and ITP apps. ITP is an
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app used to convert images to PDF, involving mostly image editing, while GPS focuses

on editing coordinates and displaying locations on a map. Consequently, video-based bug

reports have limited text on each frame, which negatively impacts the performance of

Janusseq−t. However, since Janustxt leads to high performance for these two applica-

tions, we attribute Janusseq−t’s relatively low performance to the alignment approach,

which processes each video frame text rather than using the text from all frames together.

Table 3.3: Performance of different component combinations for Janus and the baseline Tango
Visual + Textual Vis + Seq Txt + Seq Vis+Txt+Seq

Tango Janus Janus Janus JanusApp
mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP

APOD 81.08 75.11 86.72 80.64 86.59 77.30 91.54 86.30 94.95 86.55
DROID 71.74 64.31 83.95 78.98 75.50 64.96 89.26 83.15 88.56 81.06
GNU 89.16 85.92 89.62 81.75 83.48 74.18 84.24 73.80 90.58 81.58
GROW 86.61 80.73 89.84 86.32 91.40 86.88 83.56 80.96 93.32 90.72
TIME 65.06 59.23 67.51 64.31 71.33 63.68 73.69 69.67 74.88 71.92
TOK 71.11 63.95 75.51 62.59 63.35 57.30 55.23 48.57 75.92 67.91

Orig. 77.46 71.54 82.19 75.76 78.61 70.72 79.59 73.74 86.37 79.95

FCS 91.11 86.87 88.46 85.95 93.98 89.85 90.38 84.74 94.73 91.90
GPS 97.35 95.53 99.30 98.31 98.09 96.01 89.20 86.91 98.24 97.26
ITP 90.64 86.51 96.84 91.58 96.05 89.99 83.94 77.07 97.41 93.51

Ext. 93.03 89.64 94.87 91.94 96.04 91.95 87.84 82.91 96.79 94.22

Overall 82.65 77.57 86.42 81.16 84.42 77.79 82.34 76.80 89.84 84.71

3.5.4 RQ4: Component Combination Performance

We linearly combined the Janus’s components (as described in section 3.3.6) to determine

how much they improve performance, compared to the baseline and individual compo-

nents. We experimented with different weights (from 0 to 1 in 0.1 increments) using all

duplicate detection tasks and selected the weights that lead to the highest mRR/mAP

performance.

As mentioned earlier, the best Tango configuration is when its visual and textual

components are combined (with a weight of 0.8 and 0.2, respectively), as reported in the

original paper [55]. Janus’s visual and textual components (i.e., Janusvis and Janustxt)

are combined using 0.9 and 0.1 as weights. This combination is denoted as ”Visual +
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Textual” in Table 3.3. The table also shows the combination of Janus’s visual/textual

components and the sequential one: “Vis + Seq” denotes the average of the similarity

scores produced by Janusvis and Janusseq−v, while “Txt + Seq” denotes the average

of the similarity scores produced by Janustxt and Janusseq−t. An average combination

means a weight of 0.5. Finally, we combine the similarities produced by the last two

combinations using a weighted linear combination as follows: Sim(Vis + Seq) × 0.6 +

Sim(Txt + Seq) × 0.4. This combination incorporates every information source from the

videos and is denoted as “Vis + Txt + Seq”.

Table 3.3 shows that the best performing Janus combinations are “Visual + Textual”

and “Vis + Txt + Seq”, both outperforming the baseline by 4.6%/4.6% mRR/mAP and

8.7%/9.2% mRR/mAP overall respectively (with statistical significance). The other two

Janus combinations lead to mixed results: “Vis + Seq” leads to overall performance gains

while “Txt + Seq” does not produce overall gains, due to its lower performance on the

extended dataset.

When using “Visual + Textual”, Janus significantly outperforms Tango on seven of

nine apps and is only worse than Tango on FCS, considering both mRR and mAP. As

previously mentioned, Janus’s lower performance for FCS, compared to Tango, stems

from the nature of the app itself. FCS is a web browser and the bugs used for this app were

not dependent on a particular web page. When reproducing the bugs, the users navigated

to different web pages, each one having different layouts and appearances. This means

that the duplicate video-based bug reports appeared to be substantially different. Since

Janus focuses more heavily on global GUI layout information, via its DINO+ViT model,

Janus struggles to differentiate duplicates from non-duplicates. The local features learned

by Tango seem to be useful for duplicate detection even when the duplicate videos show

different layouts. The lower Janus mAP value on GNU is explained by the lower mAP

values of Janusvis and Janustxt on that app (by 0.4% and 1.2%—see Table 3.2).

Janus’s configuration “Vis + Txt + Seq” consistently shows mRR/mAP improvement

in all nine apps except GNU, when compared to the baseline Tango. Across these apps,
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we observe improvements ranging from 6.8%/6.2% to 23.4%/26% mRR/MAP in the origi-

nal dataset, and from 0.9%/1.8% to 7.5%/8.1% mRR/MAP in the extended dataset. This

is interesting because the performance of the individual components of this configuration

is substantially different across the apps. For instance, for TOK, the sequential aspect

of the videos, individually combined with Janusvis or Janustxt, is less effective than

Tango, but when Janusvis and Janustxt are combined together with Janusseq, Janus

leads to substantial improvement (by 6.8%/6.2% mRR/mAP). Another example is the

FCS app, which seems to benefit from the visual and sequential information, as Janusvis

+Janusseq−v seems to contribute most to the overall performance of the “ Vis + Txt

+ Seq” configuration. This suggests that the incorporation of sequential information en-

hances the Janus’s ability to handle dynamic content, resulting in improved performance

in comparison to its “Visual + Textual” configuration and the baseline Tango.

Best Janus configuration: The best performing Janus configuration is when combining

visual (Janusvis), textual (Janustxt), and sequential information (Janusseq) from video-based

bug reports. This configuration consistently outperforms the baseline duplicate detector for 8/9

mobile apps. It achieves an overall performance of 89.8%/84.7 mRR/mAP, outperforming the

baseline by 8.7%/9.2% mRR/mAP. This means that Janus can reduce the effort that developers

spend determining if a new video-based bug report shows a known bug (by (1.60− 1.38)/1.38 =

16%, based on avg. rank), since they would need to inspect only 1.38 videos on average (i.e.,

1.38 avg. rank across all tasks) for finding the first duplicate video in the candidate duplicates

suggested by Janus.

3.5.5 Qualitative Analysis

We discuss two qualitative examples that illustrate the validity of our hypothesis that the

richer representations learned by Janus’s transformer-based visual representation and

OCR models improve duplicate detection for video-based bug reports.
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3.5.5.1 Example 1: Vision Transformer-based Representations Capture Sub-

tle GUI patterns

To illustrate why we observed improvement in visual Janus as compared to visual Tango,

we use interpretability techniques that generate saliency maps that help visualize the

learned visual features. To visualize patterns learned by CNNs, we use a technique called

AGF [83]. Although AGF can visualize self-supervised models such as SimCLR (used by

the baseline), this requires training a supervised linear classifier after each layer and a

dedicated algorithm to extract the segmentation information from their weights. There-

fore, to simplify our comparison, instead of visualizing SimCLR directly, we visualize its

main component, the ResNet-50 CNN using AGF under supervision. We follow past work

and use the pre-trained ResNet-50 (on ImageNet [59]: the training dataset for ResNet) to

generate the saliency map based on the class IDs with the highest probabilities for a given

target GUI screen [83]. We further visualized the ViT-S/16 model (used by Janusvis’s

DINO) by directly displaying the self-attention maps. Visualization of ViTs does not ne-

cessitate sophisticated algorithms, given the inherent attention mechanism within these

architectures.

In Fig. 3.2, we show three keyframes of two non-duplicate video-based bug reports

from DroidWeight (DROID) [3]: DROID-CC1 and DROID-CC2. SimCLR fails to dis-

tinguish between the videos of these two bugs and mistakenly ranks DROID-CC2 as the

first duplicate video of DROID-CC1. The DROID-CC1 video mainly has one trace that

generates a new weight record by entering the weight on a pop-up component (Fig. 3.2

(b)), while the DROID-CC2 video not only includes the previous trace but also a trace

that further edits the recorded weight on another different pop-up component (Fig. 3.2

(c)). Fig. 3.2 illustrates the saliency maps, overlaid over frames from two Droidweight

video-based bug reports. We observe that the ViT-S/16 is able to attend to key parts

of GUI components that ResNet-50 does not. Specifically, for the main screen (a) and

entering weight screen (b) from videos of DROID-CC1 shown in Fig. 3.2, ResNet-50 and
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Figure 3.2: Visualization of ResNet-50 and ViT on keyframes of video-based bug reports

ViT-S/16 are all able to attend well to the objects, but ViT-S/16 pays more attention

to the GUI layout information. However, for the edit weight screen (c) from videos of

DROID-CC2, ResNet-50 has more difficulty in distinguishing between foreground pop-up

components and the background. We can see it pays less attention to the lower edges

and the bottom part of the foreground component. In contrast, ViT-S/16 effectively at-

tends better to the edges and pays enough attention to the foreground component to help

distinguish between (b) and (c), hence improving performance on this specific duplicate

detection task.

From this example, there is a clear benefit to the visual nuances learned by ViTs.

While here we present one example, after investigating several cases where Janusvis out-

performs the baseline, we observed this pattern holds, wherein Janusvis learned visual

representation is able to better capture nuanced visual patterns, such as the difference be-
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tween two similar pop-ups, or the difference between background and foreground element

when menus are displayed.
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Figure 3.3: Bounding boxes localized by EAST and the Tesseract OCR library on
keyframes of video-based bug reports

3.5.5.2 Example 2: Scene-based Text Detection Improves Text Localization

Textual Tango, which uses Tesseract OCR is unable to distinguish between similar video

reports for a number of bugs, including three bugs from the GNUCash (GNU) app [4].

Therefore, we visualize the detection bounding boxes of text for three keyframes of these

three videos in Fig. 3.3 for both Tesseract (first row) and EAST [253] (used by Janus).

The first report for the GNU-CC6 bug has a main trace that goes to the balance sheet

screen and checks the sub-account: we show one keyframe for this report in (Fig. 3.3-

(a)), while the second video report for the GNU-CC9 bug navigates to the General

Preferences screen, as shown in keyframe in (Fig. 3.3-(b)), and finally, the report for
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GNU-CC7 changes the password under the General Preferences menu, as shown in

(Fig. 3.3-(c)). While these bugs are different, they include many similar screens where

keywords are important for differentiation.

As observed in Fig. 3.3, EAST is more accurate than TesseractOCR for GUI component

and text detection. In Fig. 3.3-(a), Tesseract OCR fails to localize the text on some buttons

(e.g., sheet) and the text in brighter colors (e.g., Asset). Also, for the keyframe of GNU-

CC9 (Fig. 3.3-(b)), Tesseract misses the text General Preferences, making it difficult

to distinguish between report GNU-CC9 and GNU-CC7, as they both access various parts

of the settings menu. In addition, Tesseract does not detect the text when it is in regions

of low brightness and low contrast, including the text on the dialing circles (Fig. 3.3(c)),

which also helps differentiate between GNU-CC9 and GNU-CC7, since GNU-CC7 enters

a passcode, but GNU-CC9 only accesses the passcode settings. Thus, the more accurate

text extraction of EAST clearly aids in the accurate extraction of key text that can help

to differentiate between similar GUI screens.

3.6 Threats to Validity

3.6.1 Internal and Construct Validity

Beyond the evaluation dataset, the implementation of Janus’s models and experimental

settings represent key validity threats. We controlled as many factors as possible for a fair

comparison with the baseline. For example, we implemented the 4-Codebook approach

in both Janus and the baseline, used the same duplicate detection tasks, and measured

their performance using well-known metrics in duplicate detection studies.

3.6.2 External Validity

To improve generalization, we created a new dataset to include ≈3k more duplicate detec-

tion tasks, for real bugs of different types, reported on mobile app issue trackers. These

bugs were recorded by multiple users on various versions of mobile operating systems and
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did not include touch indicators. We ensured that the recorded videos contained different

reproduction scenarios for the same bugs. Decisions were made to make our data set more

comprehensive, realistic, and diverse. Our data set could be improved by considering

different app languages or other mobile platforms such as iOS.

3.7 Chapter Summary

To help developers identify video-based bug reports that show identical bug reports in mo-

bile apps, we propose Janus, a new approach to detect duplicate video-based bug reports.

Janus leverages visual, textual, and sequential information from videos using a combina-

tion of representation learning, information retrieval, and frame alignment approaches.

We evaluated Janus and found that it significantly outperforms an existing duplicate

detector. The evaluation considered a new benchmark of 7,290 duplicate detection tasks

based on 270 video-based bug reports, drastically extending a prior dataset (with real bugs

as opposed to injected bugs from prior work). We conducted ablation experiments and

an in-depth qualitative analysis visually showing that Janus learns a more interpretable

hierarchical visual representation and localizes text regions more accurately.
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Chapter 4

Code Change Impact Analysis via

Multimodal Coupling

Impact analysis (IA) is a critical software maintenance task that identifies the effects of

a given set of code changes on a larger software project with the intention of avoiding

potential adverse effects. IA is a cognitively challenging task that involves reasoning

about the abstract relationships between various code constructs. Given its difficulty,

researchers have worked to automate IA with approaches that primarily use coupling

metrics as a measure of “connectedness” of different parts of a software project. Many of

these coupling metrics rely on static, dynamic, or evolutionary information and are based

on heuristics that tend to be brittle, require expensive execution analysis, or large histories

of co-changes to accurately estimate impact sets.

In this project, we introduce a novel IA approach, called Athena, which combines the

dependency graph information of a software system with a conceptual coupling approach

that uses advances in deep representation learning for code without the need for change

histories and execution information. Previous IA benchmarks are small, containing less

than ten software projects, and suffer from tangled commits, making it difficult to measure

accurate results. Therefore, we constructed a large-scale IA benchmark, from 25 open-
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source software projects, that utilizes fine-grained commit information from bug fixes.

On this new benchmark, our best performing approach configuration achieves a score of

mRR, mAP, and HIT@10 of 60. 32%, 35. 19%, and 81. 48%, respectively. Through

various calculations and qualitative analyzes, we show that Athena’s novel combination

of program dependence graphs and conceptual coupling information leads it to outperform

a simpler baseline by 10.34%, 9.55%, and 11.68% with statistical significance.

4.1 Introduction

Modern software systems are long-lived and have extensive development and maintenance

histories. Many projects experience churn in the developers or teams that work on them

and can consist of millions of lines of code [192]. As such, understanding the potential

cascading impacts of seemingly simple code changes can be a difficult proposition. This

comprehension task forms the basis of impact analysis (IA) in which a given code change

may result in undesirable side effects, such as a fault that leads to an erroneous program

state, caused by unintended interactions between the changes and other parts of a software

system [116,136]. Thus, the task of IA involves estimating an impact set of entities, usually

classes or methods of a software system, from a given change to an entity, also usually

a class or method [20] in the hopes of preventing unintended changes. This process can

be cognitively challenging for developers, as reasoning about complex interactions of a

software system requires careful comprehension of large volumes of code. Given that

many important engineering and maintenance tasks – such as bug fixing and refactoring

– require code change comprehension, they necessarily require IA as well. This process

is typically performed manually by developers, but given its complexity, researchers have

proposed a range of approaches to automate it.

Past techniques for automated IA have explored using four main types of informa-

tion: (i) structural information (i.e., from program dependence graphs), (ii) semantic or

conceptual information (i.e., code similarity), (iii) evolutionary information (i.e., commit
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histories), and (iv) execution information. Conventional automatic IA techniques [21, 30]

have focused on analyzing structural dependencies (e.g., control flow dependence) between

different code entities to predict change impacts, but tend to generate large impact sets

with lower precision [142]. As a result, other IA techniques have chosen to take advantage

of additional information gathered by mining change histories from software reposito-

ries [39,76] or program executions [136] to generate more accurate impact sets. However,

these techniques rely on certain assumptions (e.g., sufficient historical data, comprehen-

sive execution profiles), require brittle heuristics, or significantly increase computational

overhead, making them less practical. These techniques may also ignore conceptual / se-

mantic information that naturally occurs in code (e.g., identifiers) and is key to expressing

the underlying intent of code entities. Given that code entities with similar intent likely

contribute to similar problem domains, there is another set of IA techniques (i.e., concep-

tual or semantic IA) [76, 116, 215] which extract vectorized code semantics and compute

a similarity-based ranked list of code entities that are potentially impacted by a change.

Existing conceptual techniques formulate IA as an information retrieval (IR) task, and

typically apply IR-based (e.g., latent semantic indexing (LSI)) or machine learning-based

(e.g., doc2vec [138]) approaches to obtain code representations that capture the semantic

relationships between code entities.

The possibility of combining semantic and structural information specifically for the

task of impact analysis has not been well explored [84]. Such a combination could prove

beneficial due to the orthogonal nature of these information sources and the practicality

of forgoing the collection and sanitation of evolutionary or execution information. For

instance, semantic coupling can help to relate methods or classes that share similar se-

mantic purposes and hence may impact one another, whereas structural information can

help deduce logical relationships between code entities which may appear to be unrelated

based upon modeled semantics.

While there is promise in combining semantic and structural information for IA, there

is also an opportunity to leverage recent advances in robust semantic models of code.
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Transformer-based [209] neural architectures [72,80,216,218] have achieved great success in

learning rich representations for a variety of code understanding and generation tasks [162,

219], e.g., code search, clone detection [223], program repair [222], etc.. These models are

typically first pre-trained on large-scale datasets containing unimodal (code-only) and/or

bimodal (comment, code) data to learn generalized code representations. The models are

then fine-tuned on task-specific datasets for downstream code-related tasks. However,

despite their demonstrated benefits, none of these models have been applied to IA.

However, adapting transformer-based models of code to the task of IA, and integrating

these models with structural information presents at least two major challenges. First, we

currently lack large-scale vetted data sets that would allow a neural model to be fine-tuned

on IA-specific code representations. This is due to the fact that deriving an IA dataset

is labor intensive, as impact sets cannot be easily extracted from software repositories

without manual validation. Second, while the general code representations produced by

pre-trained models could be directly used for similarity calculation for conceptual IA, they

still ignore the global context the code finds itself in, i.e., the structural dependencies that

illustrate how the code is used within a software system. Unlike other code understanding

tasks (i.e., code search) that can rely solely on isolated code snippets to extract semantics,

structural dependencies between code entities also play an important role in IA since

mutually dependent entities are likely to be affected by each other.

To overcome these limitations and advance the task of automated IA, we introduce

Athena, which enhances the understanding of the code with Transformer-based neural

models [209] and structural dependence graphs to capture relationships between code

entities. We perform IA at method-level granularity for code entities in the Java program-

ming language (PL). Specifically, Athena begins by constructing a software system’s

dependence graph, where nodes represent methods, and edges represent the dependence

relationship (i.e., call dependence and class-member dependence) between methods. We

then leverage neural code models including CodeBERT [72], UniXcoder [80], and Graph-

CodeBERT [81], prominent Transformer-based code models, for the initial extraction of
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the embedding of the method. These pretrained neural code models are fine-tuned on

a code understanding task, namely code search, to learn richer representations that are

aware of underlying code intent and potentially transferring the additional knowledge

learned from code search to IA. To integrate global dependence information into local

code semantics, the initial method embeddings are further enhanced using an embedding

propagation strategy inspired by graph convolutional networks (GCN) [127] based on the

constructed dependence graphs.

Evaluating our proposed approach effectively also presents challenges. Existing IA

benchmarks tend to be outdated and are constructed from original/unvetted commits, but

as highlighted in multiple prior studies [129,130,164,214], tangling has a high prevalence

in these commits which is likely to affect the reliability of evaluation results of previous

IA techniques on these benchmarks. Therefore, to evaluate Athena for the task of IA,

we created a large-scale IA benchmark, called Alexandria, that leverages an existing

dataset of fine-grained, manually untangled commit information from bug-fixes [97]. The

benchmark consists of 910 commits across 25 open-source Java projects, which we use

to construct 4,405 IA tasks – where each task consists of a query method and a set of

impacted methods. Using the standard information retrieval metrics of mRR, mAP, and

HIT@10, we find Athena significantly (based on statistical tests) improve over the best

performed conceptual IA baseline by 10.34%, 9.55%, and 11.68% respectively.

4.2 Related Work

4.2.1 Impact Analysis Techniques

Typical IA techniques require a seed/starting entity to perform the analysis. Some start

with a change request [76, 206] in natural language form, while most start with code

entities [116,136,172] at different levels of granularity (e.g., classes, methods, statements),

since developers can usually identify at least one code entity that needs to be changed by

using feature location techniques [61] and their knowledge about software development.
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The output of the IA (i.e., estimated impact set) is usually at the same granularity

level as the seed entity. Given that the class / file level IA [206] is too coarse and the

statement level IA [84] is too costly, most existing techniques choose to conduct IA at the

method level [136,215]. Moreover, Java, as one of the most commonly used object-oriented

programming languages (PLs), has been selected as the primary focus of IA more often

than any other PL. (e.g., C [84]).

In general, IA comprises two branches of techniques. One is to predict / infer the

potential impact of all possible changes [35, 38, 84] (i.e., dependence analysis); the other

is to reason about the actual impact sets of code changes [116, 136, 215]. Specifically,

the first branch assesses the user-perceived accuracy by creating the ground-truth impact

set based on the static program dependence analysis or dynamic execution differencing,

since they regard the real ground-truth as unknown. However, identifying the full set of

dependencies based on static analysis is uncertain, and execution differencing relies on

certain test cases and executions, which cannot cover all possible dependencies either. [33]

gives a comprehensive summary of the first branch of techniques, while our approach falls

into the second category, and we will now introduce the related techniques within this

category in detail.

The existing IA techniques in the second category can be further divided into four types

based on the information they analyze. i.e., structural, conceptual/textual, evolutionary,

or dynamic. Conventional IA approaches [21,30] that use program graphs or slicing tend

to generate very large impact sets [142], and most importantly, they ignore the conceptual

information encoded in the code (e.g., identifiers), which is also important for expressing

the intent of code entities. Since code entities with similar intents likely contribute to simi-

lar problem/solution domains, conceptual IA techniques [116,172,206,215] typically apply

IR-based (e.g., LSI) or machine learning-based (e.g., doc2vec [138]) approaches to code

to extract vectorized code semantics and estimate impact sets by computing a ranked list

based on cosine similarity of code entities. [172] quantitatively show that the conceptual

coupling is superior to the structural coupling-based measures for IA. Moreover, some IA
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techniques analyze evolutionary couplings [109, 190, 255] extracted from multiple histori-

cal releases/commits of version control systems to discover frequent co-change patterns to

predict current change impacts, but sufficient historical data is not always available (e.g.,

for new projects), and sometimes previous change patterns may be outdated and mis-

leading. In addition, dynamic IA [29, 136] utilizes execution information (e.g., execution

traces, relations) to compute a more accurate impact set, but the computation overhead

is much greater than static IA. The quality of dynamic techniques relies heavily on the

representativeness of the test suites and/or profiles gathered during program execution.

Industrial case studies [16,28,56,84,204] indicate preferences for static IA techniques over

dynamic ones, as there is a lack of published studies reporting the adoption of dynamic

IA [33].

To further improve the accuracy of the impact set estimation, some research attempts

to combine existing techniques. [117] blend conceptual and evolutionary analysis showing

additional advantages over using either of them alone. [76] further augment them with

dynamic analysis to obtain more accurate impact sets. It should be noted that these

two hybrid techniques are only compared with their variants (i.e., using only one of the

components) to validate the effectiveness. A recent work [136] combines dynamic analysis

with structural analysis (i.e., data and call dependencies) demonstrating that dynamic

data sharing dependencies are complementary to dynamic call dependencies.

Our approach belongs to the set of hybrid analysis-based IA techniques, as Athena

extracts the semantics of the code and dependencies and computes a ranked list to esti-

mate the impact sets. Therefore, it avoids the associated limitations and drawbacks of

other categories of techniques (i.e., evolutionary and dynamic analysis) while retaining

the benefits of multiple information sources. LSI is the model most commonly used to

obtain code semantics for conceptual IA [76,117,172]. The latest and most closely related

work to ours is [215] which integrates LSI with doc2vec to improve code semantics by

considering the context of each code token within the code entity. They quantitatively

show that the combined model outperforms using LSI only in IA.
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Unlike existing conceptual IA techniques, our approach (i) leverages advanced transformer-

based code models to obtain more meaningful code representations, and (ii) further en-

hances code semantics by embedding propagation based on structural dependence graphs.

To our knowledge, our approach is the first IA technique that integrates global struc-

tural information into local code semantics based on only a single release of the source

code without any additional information (e.g., previous releases and/or execution informa-

tion). Given that [215] has not made their implementation publicly available, we directly

use LSI and doc2vec independently as conceptual IA baselines for our work. This also

allows us to compare the performance of different models for code semantics extraction

when they are individually applied for IA.

4.2.2 Impact Analysis Benchmarks

Existing IA benchmarks [35,76,136] are typically constructed in two ways. The first type

of construction considers the impact sets of ground truth to be unknown and tries to create

them using program dependence analysis [34, 36] or execution differencing [35, 37, 38, 84].

However, computing a full set of program dependencies [33] is an undecidable problem.

As such, they are usually generated on the basis of artificial changes and/or by sampling

changes in real open-source projects. All possible changes to a code entity (only involving

one certain release of the code repository) are used as seeding entities.

The other more popular way for constructing IA benchmarks involves building multi-

ple co-changed sets of code entities, each of which is collected based on two consecutive

commits [136] or several grouped commits [215]. All entities within a cochanged set are

assumed to be affected by each other. To construct the ground truth, one [116] or a few

code entities [136] in the co-changed set are selected as the seed entity, and the remaining

others are served as the real impact set. Existing benchmarks/case studies in this cate-

gory usually consist of 3-6 open-source repositories, and the commits used are bug fixing

commits only [111] or are dominated by bug fixing commits [76]. However, the prevalence

of tangling [97,99,128,164] existing in commits negatively affects the reliability of the eval-
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uation performance of techniques (e.g., bug localization [164], defect detection [98]) that

rely on commit data for testing due to the presence of noise. Tangled commits refer to the

changes to software which address multiple concerns at once. For example, a (original)

commit that claims to be fixing a bug may not only fix the bug, but also include additional

unrelated changes (e.g., refactorings). Although we have limited knowledge on the exact

impact of tangled commits on the reliability IA technique evaluations, the potential for

impact is clear — in tangled commits the co-changed code entities within a commit do not

all contribute to a single concern (e.g., bug fixing) and thus are not necessarily impacted

by each other, leading to inaccurate ground-truth impact sets. Given that previous studies

have confirmed the prevalence of tangled commits [97], it is highly likely that evaluations

of past techniques were affected by this phenomenon.

Our Alexandria dataset falls into the second category of the IA benchmark, but

with a notable key difference — it is built from untangled bug fixing commits [97]. Her-

bold et al.’s work quantitatively shows that tangled commits have a high prevalence,

and the authors manually untangle them by annotating line-level change types. Using

only co-changed code entities that have been manually verified to contribute to one con-

cern (i.e., bug fix), our benchmark contains more reliable ground-truth impact sets, and

this favorable characteristic is demonstrated quantitatively through experiments. To our

knowledge, our Alexandria is the first IA benchmark whose ground-truth impact sets

are built from manually validated untangled commits. Moreover, Alexandria contains

910 commits from 25 systems, which is greater than the past benchmarks.

4.3 ATHENA

In line with previous conceptual IA techniques [76,116,215], we formulate impact analysis

as an information retrieval task where if a developer intends to modify a method (i.e.,

query/seed method) in a software system, Athena will return a ranked list of other

methods that could be affected in descending order of likelihood. All methods, but the
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Figure 4.1: Overview of the Workflow of the Athena Impact Analysis Approach

query, are used as the search corpus. Formally, for a software system S containing a set of

methods S = {m1,m2, ...,mn}, a potential change to one of the methods mi ∈ S triggers

Athena to rank all other methods, thus estimating the impact set.

Figure 4.1 provides an overview of Athena. Athena begins by building a depen-

dence graph among all methods in a complete software system, where the nodes rep-

resent the methods and the edges represent the dependence relationships between the

methods. Each method is processed by a state-of-the-art Transformer-based code model

(e.g., GraphCodeBERT) to obtain an initial method representation considering the con-

text that exists within the method. These neural code models are then fine-tuned on

the code search task to generate richer code representations and potentially transfer the

additional knowledge learned from code search to IA. Next, Athena analyzes the global

dependencies and propagates information from the nodes of the ”neighbor” method in the

dependence graph to a given target method. Specifically, each initial method embedding

is updated/augmented based on a propagation strategy inspired by Graph Convolutional

Networks (GCNs) [127] so that the information of global dependences is integrated into

its local code semantics. To obtain a final ranking list, the cosine similarity between the

augmented representations of a given query method and each method in the corpus is

computed. Next, we discuss each step of Athena in detail.
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4.3.1 Dependence Graph Generator

The initial step of Athena is to build a static dependence graph generator to capture

method dependencies across a software system. Essentially, we identify two methods as

having dependencies if there exists a caller-callee relationship between them (i.e., call

dependence) and/or if they belong to the same class (i.e., class member dependence).

Although certain existing tools such as WALA [73] and Soot [185] can produce static

call graphs for Java, they require JVM bytecode as input, thus necessitating compliable

source code. Although the latest version of Soot provides source code analysis, it limits

the source code to Java 7 and still requires internal compilation. Thus, these tools increase

the preprocessing time for IA and negatively affect their scalability. To better integrate

the graph generator into Athena and capture the dependencies of both call and class

members, we developed our own tool to generate static dependence graphs, which simply

takes the source code of a software system as input.

A dependence graph can be formally defined as G = (V,E), where V denotes a set of

method nodes and E denotes a set of edges representing the method dependence relation-

ships. Since impact analysis is usually performed on production entities (i.e., excluding

testing entities) [136], we first collect all .java production source files in a software system

and use the Tree Sitter library [32] to identify all the methods contained in these files.

The library enables the construction of a specific syntax tree for each file and supports

the search for various patterns (e.g., method calls, method declarations) in the tree. All

identified methods then serve as the nodes of the dependence graph. To precisely locate

each method and facilitate the process of method representation extraction, we attach to

each method node the complete method content (i.e., the declaration of the method with

its body), the name of the class to which it belongs and the path of the package.

Next, we construct the edges for the dependence graph. To capture the class member

dependencies, the edges are added between each pair of the methods in the same class.

Regarding call dependencies, we utilize the Tree-Sitter library to identify all method in-
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vocation statements (e.g., receiver.method()) within each method and resolve these

statements by finding its callee methods. The edges are then added between each pair

of caller-callee methods. In general, we travel upward from each invocation statement to

find where the receiver is introduced by analyzing the declaration statements and the

arguments of the caller method. Then it is easy to obtain the class name of the callee

method and its belonging package path. In order to locate the callee method based on the

class name and the package path, we use both the method name and the # arguments

(rather than the complete signature) to ensure the efficiency and scalability of our gen-

erator. When the callee method is overloaded with the same number of arguments, we

add the edges from the caller method to each of these overloaded callee methods. It is

worth noting that combining the method name and # arguments helps filter quite a few

overloaded methods than using the method name only.

Although we can add directed edges from caller-to-callee methods, their semantics are

actually interrelated and mutually affect each other when performing IA. Thus, by us-

ing our tool, the dependence graph is constructed in an undirected manner. Moreover,

edges representing class member dependencies are distinguished from those representing

call dependencies by attaching each edge to its property (i.e., call or class member depen-

dence). If two methods have both types of dependencies, we add two edges with different

properties between them.

4.3.2 Code Representation Extraction

We then use one of three Transformer-based code models (CodeBERT, UniXcoder, or

GraphCodeBERT) to extract the initial embeddings of the method to perform IA, as

shown in Figure 4.1- 1 . In the case of GraphCodeBERT, it goes beyond the sequential

information of the code by considering the inherent structure of the code (i.e., data flow)

to encode the relation ’where the value comes from’ between variables. In this model, the

input is encoded by a multilayer bidirectional transformer containing a sequence of self-

attention and feedforward layers (i.e., multilayer perceptron (MLP)) with normalizations.
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These pretrained models can directly produce code embeddings, but the self-supervised

objectives used during pre-training are quite different from IA, and most importantly,

the representations are not specifically learned for Java, but generally for multiple PLs.

Although these neural models can be further fine-tuned for downstream tasks, neither

GraphCodeBERT nor other Transformer-based code models have been fine-tuned or eval-

uated for IA due to the absence of large available IA training/fine-tuning datasets. IA

belongs to a general family of code understanding tasks (and hence is not generative),

and there are two other downstream understanding tasks that have been extensively re-

searched and evaluated, namely code search and clone detection. The code search aims to

retrieve relevant code given an NL query, while clone detection aims to predict whether

two code snippets can output similar results when given the same input. We leverage

code search as a proxy to potentially transfer additional knowledge learned from code

search during fine-tuning to enhance code semantics for IA. Although detection may ini-

tially seem more closely aligned with IA, we do not use it because (i) datasets such as

BigCloneBench [158, 202] which could be used for fine-tuning do not include comments,

which is likely to enhance code understanding; and (ii) instead of generating separate

code embeddings, the fine-tuned neural model for clone detection concatenates two code

snippets as a whole and only generate one embedding for them, thus making the following

embedding propagation process more difficult. They typically add a classifier on top of

the Transformer-based encoder to directly produce the probability of whether two code

snippets can yield similar results.

To fine-tune our neural code models for code search, we follow the pipelines recom-

mended in their corresponding papers. For example, for GraphCodeBERT, our best per-

forming model, we follow the authors’ recommendation [81] to use a Siamese framework

on the CodeSearchNet [107] Java split dataset. CodeSearchNet consists of 2.3 million

functions in six programming languages paired with NL descriptions (i.e., comments).

The CodeSearchNet Java split has been filtered by hand-crafted rules by [81] to remove

low-quality data and contains 164,923 bimodal (comment, code) pairs. Each code snippet
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in the paired data is a method from a software GitHub repository with all comments

removed, and the corresponding comment is extracted from the first line of the method’s

documentation comment. The objective of fine-tuning is to map the code and its comment

onto the vectors close to each other to learn high-level intent-aware code semantics. Dur-

ing fine-tuning, the comment and code (with data flow extracted) are separately fed into a

comment encoder and a code encoder. These two encoders have identical model architec-

tures (i.e., GraphCodeBERT) and are initialized from the pre-trained GraphCodeBERT

parameters (i.e., weights and biases). The parameter updating is synchronized across

both encoders during fine-tuning based on the standard cross-entropy loss. We use the

AdamW [126] optimizer and the same hyperparameters (e.g., # epochs, learning rate,

batch size etc.) recommended by [81] for parameter updating, and the whole process was

performed on an Ubuntu 20.04 server with an NVIDIA A100 40GB GPU. The fine-tuned

GraphCodeBERT is expected to generate more meaningful representations of code that

are aware of the underlying intent.

When performing IA, we need to first preprocess the method content attached to

each method node in the generated dependence graph. Taking GraphCodeBERT as an

example, we first follow the CodeSearchNet preprocessing procedure [107] by extracting

the initial line of the documentation comment and the code-only data. The code is then

parsed into an abstract syntax tree (AST), the leaves of which are used to identify the

variable sequence for data flow construction. The input to the fine-tuned GraphCode-

BERT for IA is the concatenation of the comment, the source code, the set of variables

X = ([CLS], A, [SEP ], C, [SEP ], V ) or X = ([CLS], C, [SEP ], V ). A, C and V stand

for the comment token sequence, the code token sequence, and the variable sequence, re-

spectively. [CLS] is a token for learning aggregated information from the entire sequence

during training, and its final representation is typically used for classification-related tasks.

[SEP ] is a separation token that is used to split two types of data. Edges are added be-

tween variables in the variable sequence where a data flow relationship exists, and the

variables are aligned across source code and data flow. The input is then processed by
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the fine-tuned encoder, and we take the average output of all the hidden states of the

last layer as the method representation. The input sequence length is set to 256 and the

output representation dimension is 768 to maintain consistency with GraphCodeBERT.

Finally, the initial method embeddings are generated for all the nodes of the method in

the dependence graph of a given software system.

4.3.3 Embedding Propagation

Although the initial embeddings effectively capture meaningful code semantics via the self-

attention mechanism, they are limited to the local context and lack the global dependence

of methods. To further improve code understanding, we utilize an embedding propagation

strategy that updates each embedding of the method by propagating the embeddings of its

neighbor methods based on the constructed dependence graph G, thus integrating the in-

formation of global structural dependence into local code semantics. We visualize this pro-

cess in Figure 4.1- 2 . Formally, this is represented as m′
i = f(mi,m

nebr
1 ,mnebr

2 , ...,mnebr
k ),

where mi is the method that is being updated through the embedding propagation strat-

egy f with its neighbors mnebr
j (1 ≤ j ≤ k). In particular, our embedding propagation

strategy is inspired by the graph convolutional network [127] that adopts layer-wise prop-

agation in neural networks motivated by a localized first-order approximation of spectral

graph convolutions:

M ′ = σ(D̃− 1
2 ÃD̃− 1

2MW ), (4.1)

where σ represents an activation function and W is a trainable weight matrix. Ã = A+IN

denotes the adjacency matrix of a graph G with self-connections. IN is the identity matrix

and D̃ii =
∑

j Ãij . This propagation strategy has been modified using a renormalization

method [127] to mitigate the effects of numerical instabilities and exploding / disappearing

gradients when matrix multiplication operators are repeated during deep neural network

training. Since we do not train our dependence graph G in this phase, our embedding
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propagation strategy is directly derived from the first-order approximation of localized

spectral filters on graphs [57,87], which can be summarized as follows:

M ′ = (IN + wD− 1
2 (Ac +Acm)D− 1

2 )M. (4.2)

M ∈ RN×F represents the matrix of all the method embeds with respect to the depen-

dence graph G and M ′ ∈ RN×F stands for the matrix in which each method embedding

is updated by its neighbor method embeddings. N denotes the number of nodes in the

method and F denotes the dimension of each embedding method (i.e., 768). Ac is the

adjacency matrix based on the call dependence edges of G, while Acm is the one based

on class dependence edges. Neither of them contains self-connections. D is the degree

matrix of (Ac + Acm) for normalization with respect to both rows and columns. w is

a constant that is responsible for balancing the information between methods and its

neighbor methods. According to this formula, if a method exhibits both call and class

member dependencies with its neighbor method, the embedding of this neighbor method

will be propagated/aggregated twice to the target method embedding. Intuitively, meth-

ods that share multiple dependencies are inherently more closely related than those with

only a single type of dependency. Moreover, in order to evaluate the effect of the dis-

tance of neighbor methods used for embedding propagation, neighbor methods in other

orders(hops) are also utilized in addition to the direct neighbors:

M ′ = (IN + w
∑
i

D
− 1

2
i (Ac

i +Acm
i )D

− 1
2

i )M, (4.3)

where 1 ≤ i ≤ 3 since we usually take into account neighbor methods within three or-

ders due to computational constraints. After the embedding propagation strategy has

completed, all the methods identified in a given software system will have an augmented

embed calculated by propagating the original method embedding from neighbors to the

target method, as illustrated at the top of Figure 4.1- 3 .
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4.3.4 Impact Set Estimation

Finally, as illustrated in Figure 4.1- 3 , Athena calculates the cosine similarity between

the augmented embedding of a given query method and the augmented embeddings of

each of the methods in the search corpus. Based on the cosine similarity scores, Athena

returns a ranked list in descending order to help developers find other methods that are

possibly affected and likely to be modified.

4.4 Experimental Design

To evaluate the effectiveness of Athena in the impact analysis task, we investigate four

research questions (RQ):

RQ1: How effective is Athena with / without embedding propagation compared to con-

ceptual baselines on the impact analysis task?

RQ2: How do call and class member dependencies improve Athena’s overall effective-

ness in IA?

RQ3: How well does Athena perform on IA based on different configurations (e.g., using

other Transformer-based pre-trained code models)?

RQ4: How does the tangled benchmark affect the reliability of IA evaluation results?

RQ5: How do properties of different impact analysis tasks affect our studied techniques?

4.4.1 Impact Analysis Benchmark: Alexandria

Our IA benchmark Alexandria is constructed from manually untangled bug fixing com-

mits [97] in order to generate more reliable ground truth impact sets. Multiple prior stud-

ies [129, 168, 214], supported by manual validation, have consistently shown that tangled

commits naturally occur in codebases. However, all existing IA benchmarks [116,136,215],

built directly from these original/unvetted commits, inaccurately assume that all co-
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changed entities in a commit address one single concern, thus impacted by each other.

Invalidated data (i.e., (query, ground truth impact set) pairs) are likely to be noisy, which

can affect the reliability of experimental results of previous IA techniques.

Recently, Herbold et al. [97] introduced a large data set that covers 3,498 commits

from 28 Java projects, with the purpose of studying the tangling that occurs in bug fixing

commits. All selected projects are from the Apache Software Foundation and were devel-

oped by contributors from the open-source community or industry. These projects cover

diverse application domains, such as build systems (e.g., ant-ivy), web applications (e.g.,

jspwiki), general purpose libraries (e.g., commons), etc.. In this dataset, each changed

line was annotated with its type of change, whether it was modified to fix a bug, or it

was a change to tests, whitespace, a documentation change, a refactoring or an improve-

ment of unrelated features. The data were annotated by four participants, and consensus

was obtained if at least three participants agreed on the annotation to ensure accuracy.

Although some existing datasets [128,130,164] also manually untangle the commits, they

either cover a limited sample of commits or typically perform untanglement at the com-

mit or file level, which is relatively coarse-grained so that the validated co-changed entities

cannot be identified at the method level. Therefore, we built our IA benchmark based

on the fine-grained untangled dataset [97] allowing us to know exactly which methods are

changed to address a single concern, thus generating a reliable ground truth for evaluation.

Co-Changed Set Construction. To create IA evaluation tasks, we systematically

analyzed the data set from [97]. Using only co-changed code entities that have been

rigorously manually verified to contribute to one concern, our benchmark Alexandria

contains more reliable ground-truth impact sets. Specifically, for each line changed in

production code files labeled as ’contributes to bug fix’, we added the corresponding

method to our benchmark by recording the information of GitHub Diff URL, repository

name, commit ID, parent commit ID, file path, method name, line numbers indicating

where the method starts and ends. Since [97] does not provide method-related information,

such as method names and line numbers of method boundaries, we used the srcML library

63



[54] to locate each changed method based on the changed line numbers labeled. We

utilized the snapshot/release of a software system that corresponds to the parent commit

ID, as that is the state in which the change would be applied. Then, for each parent

commit, we formulate a co-changed method set based on concurrently changed methods.

Since there is no clear indication of a query/seed method, i.e., which method would be

changed “first” in the commit, we treat each method in the set of co-changed methods as

a potential query, whereas the remaining others constitute the ground-truth impact set.

From developers’ point of view, they usually at least know where the change starts and

intend to know which other methods need to be modified. We further post-process the

dataset to exclude commits that contain only one changed method.

IA Task Definition and Settings Formally, for each set of co-changed methods

M = {m1,m2, ...,mn}, n ≥ 2, we perform IA with a query being ∀ mi ∈ M and the

corresponding set of ground truth impact being M − mi. We consider three different

settings where the search corpus differs. In the first setting (Setting 1 -whole), the search

corpus includes all methods except the query in all production files from the corresponding

snapshot of the software system. This setting provides a comprehensive evaluation scenario

in which all methods in the software system are taken into account. The similar process of

formulating co-changed methods in IA tasks has been widely adopted in previous work to

evaluate IA approaches [76, 116, 136]. In practice, conceptual IA techniques will generate

a ranked list of methods in the corpus, and developers would determine whether a method

should be modified by inspecting the corpus in the given order. After analyzing our

benchmark, it was observed that methods in the same class are more likely to be changed

together. To account for this and mitigate potential biases introduced by IA approaches

that equally prioritize methods within the same class as the query, we formulate two more

specific task settings. In our second setting, the methods in both the ground-truth impact

set and the search corpus are of the same class as the query (Setting 2 - inner). In our

third setting, the methods in both the ground-truth impact set and the search corpus are

from different classes than the query (Setting 3 - outer).
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Table 4.1: Dataset statistics of our evaluation benchmark

Settings # queries # commits ground-truth set corpus
1 - whole 4,405 910 15.14 3,346
2 - inner 3,379 734 4.47 30
3 - outer 2,999 444 17.21 3,440

Dataset Statistics. Two software projects (i.e., santuario-java and wss4j ) in [97] are

no longer accessible and for the software project eagle, we were unable to build any valid

co-changed method sets, i.e., the size of the co-changed set less than two. As a result, our

benchmark contains 25 Java software projects, and the lines of code (LOC), # commits,

# tasks for each project is shown in Table 4.5. Moreover, for each of the three settings,

Table 4.1 shows # tasks, # commits, the average number of methods in the ground-truth

impact set and in the search corpus respectively. Compared to Setting 2 (inner), which

requires retrieving four or five affected methods out of 31 methods, Setting 3 (outer) is

much more challenging, requiring 17 or 18 methods to be retrieved from a larger corpus

with an average of 3,440 methods.

Tangled Counterpart. To analyze the effect of tangling commits on the evaluation of

IA techniques, we also construct a benchmark without manually untangling similar to what

previous IA benchmarks did [116,136,215]. Specifically, we directly construct co-changed

method sets from original/tangling commits, so the bug fix changes are likely to be tangled

with refactoring and unrelated improvement changes. Then, we compare the Alexandria

dataset with its tangled counterpart in terms of tasks with inconsistent pairs (query,

impact set). We observe that 606 tasks from 50 commits (setting 1 - Whole) in Alexandria

could have brought inaccurate ground-truth impact sets if not untangling. Furthermore,

the tangled Alexandria dataset has 856 tasks (out of 4,655) from 81 commits that are

inaccurate with respect to (query, ground-truth impact set) pairs. The increase in the

number of tasks and commits is due to an increase in the size of co-changed method sets,

i.e., more changed methods (for refactoring/unrelated improvement) are used as queries

and some previously filtered commits with co-changed set less than two are likely to be
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added again.

4.4.2 Evaluation Metrics

We use standard information retrieval metrics to measure the effectiveness of Athena,

namely mRR (mean Reciprocal Rank), mAP (mean Average Precision) and HIT@k. For

each task, the list of ranked lists generated by Athena is compared to the set of ground-

truth impact data. Specifically, we calculated the rank of the first truly affected method

found in the ranked list, indicating the number of methods developers need to inspect

before finding the first that requires modification. The reciprocal rank is then calculated

for each task and these values are averaged across all tasks to derive the final mRR score.

Furthermore, we compute the AP score for each task and average these scores across all

tasks to obtain the final mAP score. AP is the average of the precision values calculated

after each method in the ground-truth impact set, which approximates the area under the

uninterpolated Precision-Recall curve. mAP scores measure the ability of the approach

to help developers identify all possible affected methods. Moreover, we use HIT@k to

measure the proportion of successful tasks for the cut point k. A successful task means

that the approach has found at least one truly affected method among the top-k results

it returns.

Many IA techniques [136] rely on Precision, Recall and F-measure for evaluation since

they consider IA as a binary classification task by finding possibly affected methods based

on structural/evolutionary/dynamic dependencies. Therefore, what these techniques pro-

duce is not a ranked list, but an uneven impact estimate set, which is then directly

compared to the ground truth impact set to compute an F score (i.e., the harmonic mean

of the precision and recall values). However, conceptual IA techniques [76, 116, 215], for-

mulate IA as an information retrieval task but still adapted prior Recall/Precision/F-score

metrics to the IR context. We argue that IR metrics provide a more realistic represen-

tation of the potential benefits that conceptual IA approaches may actually provide to a

developer in a recommender system setting. Furthermore, the mAP score is more accurate
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than the F measure because it analyzes Precision-Recall relationship globally rather than

only based on the calculation of the mean value.

4.4.3 Baselines

We compare our approach Athena, with three baseline approaches that extract code

semantics for intent-aware IA. Specifically, two traditional IR-based approaches (i.e., TF-

IDF and LSI) and a deep learning-based model (i.e., doc2vec [138]) are used as our

conceptual IA baseline. To use IR for IA, we first build a corpus using all production

methods from a specific snapshot/commit of a software system. For each code token in

a method, we calculate its term frequency (TF), which represents the number of times

the token appears in the method, and the inverse document frequency (IDF), which is

the number of occurrences of the code token in all code tokens from the corpus. Each

method in the corpus is then represented as a TF-IDF vector for the following cosine

similarity computation. In line with previous conceptual IA techniques [76,215], LSI also

employs singular value decomposition (SVD) on the TF-IDF matrix consisting of TF-

IDF representations of all methods in the corpus, and the cosine similarity is computed

based on the new dimension-reduced method representations. As for doc2vec, we first

train the model using the distributed memory algorithm on the CodeSearchNet Java

split dataset by concatenating comment tokens with code tokens to maintain consistency

with the Transformer-based model (e.g., GraphCodeBERT) training process. The doc2vec

model can then generate representations based on the paragraph-based method for the

constructed IA tasks.

4.4.4 ATHENA Configurations

By using our approach Athena, we integrate global dependence information into local

code semantics to improve IA and set w = 0.5 for information balancing. We use Graph-

CodeBERT as the encoder for the final version of Athena, and in RQ3, as it achieves

the best IA performance. We also validate the effectiveness of initial method represen-
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tations (without embedding propagation) obtained by GraphCodeBERT for conceptual

IA (Athenact) and conduct experiments by using call (Athenact+cd) or class member de-

pendencies (Athenact+cmd) with GraphCodeBERT in order to quantitatively show the

contribution of each type of dependence from the dependence graphs.

We also experimented with different encoders (i.e., CodeBERT [72] and UniXcoder [80])

that are also fine-tuned on the code search task following the similar procedure described

in section 5.3 in order to demonstrate the effectiveness of our approach when using other

Transformer-based code models. Moreover, we try neighbors of different orders/distances

(1-3) when propagating the embeddings based on structural dependence graphs. Addition-

ally, we conduct experiments based on different initial method representations obtained

by GraphCodeBERT, including with/without comment, using output of the [CLS] token

to represent methods, and using the pre-trained GraphCodeBert directly without finetun-

ing it on code search. Last, we also fine-tune the pretrained GraphCodeBERT on the

BigCloneBench dataset [158] constructed for the clone detection task following the same

procedure provided by [81], and employ this fine-tuned GraphCodeBERT to directly gen-

erate the probability of whether two methods are semantically similar for the IA task.

4.5 Evaluation Results

4.5.1 RQ3: Athena Performance on IA

Table 4.2: Effectiveness of baseline models and Athena with different components

Baseline Settings mRR mAP Hit@10 Athena Settings mRR mAP Hit@10

TF-IDF
1-whole 49.57 25.38 70.35

Athenact

whole 52.38 28.86 73.87
2-inner 73.86 64.69 94.61 inner 75.94 66.24 95.44
3-outer 34.50 16.50 49.35 outer 40.39 21.43 58.19

LSI
whole 49.98 25.64 69.80

Athena
whole 60.32 35.19 81.48

inner 74.11 64.97 94.53 inner 75.59 65.94 95.80
outer 34.85 16.68 49.45 outer 45.07 23.41 61.59

doc2vec
whole 43.62 19.97 58.59

Athenact+cd

whole 54.26 30.43 76.96
inner 68.93 59.05 90.97 inner 75.05 65.52 95.38
outer 29.63 12.35 40.25 outer 42.50 22.70 60.95

LSI (+comment)
whole 50.28 26.16 70.94

Athenact+cmd

whole 59.55 34.50 80.50
inner 73.83 64.69 94.61 inner 75.91 66.22 95.32
outer 34.60 19.93 49.91 outer 42.93 22.02 59.92

68



Table 4.2 presents Athena’s and baseline performance (%) on our Alexandria

benchmark for IA. All of these models take code-only information (i.e., without comment)

as input except LSI (+comm.), and we will show the performance of Athena (+comm.)

in the RQ3 Ablation Study. Table 4.2 reveal that the LSI model achieves the highest

effectiveness in the baseline models across three settings. Given the effect of the number

of related topics on LSI’s performance, we experimented with varying numbers of related

topics (for 0 to 2,000 in 100 increments) and selected the one with the best performance

(1,300) for the final LSI configuration. Moreover, LSI only slightly outperforms TF-IDF

on three metrics, indicating that the advantage is not significant if high-level code seman-

tics is extracted through SVD. Surprisingly, the doc2vec model performs worse than LSI.

This could be due to the fact that the IR-based approaches can directly build corpora

and measure importance of code tokens on the evaluation dataset, and thus excel at key-

word matching in favor of IA. However, for the deep learning-based model doc2vec, it is

primarily trained for high-level semantics understanding rather than keyword matching

with evaluation set unknown, but it struggles with understanding code intent compared

to Transformer-based code models. In addition, we add comment information to the input

for the best performing baseline LSI, but the with-comment version only performs slightly

better than the one without comments in Setting 1 (whole), but not in Setting 2 (inner)

and 3 (outer) on mRR and mAP, which does not result in the real improvement for IA.

We provide detailed explanation of this in RQ2.

As can be seen from Table 4.2, both Athenact (without embedding propagation) and

Athena outperforms LSI with statistical significance (Wilcoxon’s paired test p < 0.05) on

three metrics across all settings, and their improvements in Setting 1 (whole) can mainly

be attributed to the improvements in Setting 3 (outer). Specifically, Athenact improves

LSI by 2.4%/3.22% mRR/mAP in Setting 1, and 5.54%/4.75% mRR/mAP in Setting 3.

In fact, LSI performs quite well in Setting 2 (inner) because of its proficiency in keyword

matching and the observation that keyword overlap is more common among methods

within the same class as the query. Yet the Transformer-based model GraphCodeBERT
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excels in understanding the underlying code semantics, resulting in superior performance

of Athenact in both Setting 2 and 3. However, the improvements from Setting 2 and 3

do not all contribute to the performance gain for Setting 1. The reason behind this is that

LSI tends to rank all methods in the same class as the query higher than those in other

classes and methods in the same class are more likely to be actually affected as indicated

by the ratio of ground-truth impact set size to the corpus size based on Table 4.1. Conse-

quently, LSI results in better relative performance in Setting 1 (i.e., smaller improvement

margin got by Athenact) than in Setting 3, but this does not change the relative positions

of methods within the same class (Setting 2) or methods in different classes (Setting 3).

More evidence supporting this explanation is provided in RQ2. In addition, when inte-

grating global dependence information into local code semantics, Athena substantially

outperforms LSI by 10.34%/9.55% and 10.22%/6.73% mRR/mAP in Setting 1 and 3 re-

spectively. Athena considers neighbor methods within two orders (hops) in dependence

graphs for embedding propagation.

4.5.2 RQ2: The Impact of Call Dependence and Class Member Depen-

dence

In Table 4.2, we also present the performance of Athena when utilizing either the call

(i.e.,Athenact+cd) or the class member dependences (i.e.,Athenact+cmd) for embedding

propagation based on dependence graphs, which allows us to investigate how each type

of dependency contributes to the effectiveness of Athena in IA. By comparing both

Athenact+cd and Athenact+cmd with Athenact, we observed that both of them outper-

form Athenact and their improvements in Setting 1 (whole) are also attributed to the

improvements in Setting 3 (outer). This confirms the accuracy of our dependence graph

generator when capturing either the call or class member dependence.

Although Athenact+cd and Athenact+cmd obtain comparable results in Setting 2

and Setting 3, Athenact+cmd outperforms Athenact+cd in Setting 1 by 5.29%/4.07%

on mRR/mAP. This is because in Athenact+cmd, the query method is integrated with

70



the information from all the other methods in the same class. As such it ranks all these

methods higher than those in other classes, as previously described in Section 4.5.1. To

further support this explanation, we experimented with another strategy for considering

only class member dependence. Instead of using embedding propagation, we directly

reduce the cosine distance of the query method and each method within the same class

as the query by 50% for IA. The results are quite good in Setting 1 (60.72%/37.23%

mRR/mAP), but as expected it behaves exactly the same as Athenact in Setting 2 and

3 because while all methods in the same class are drawn closer to the query, the relative

positions of methods in the same class or those in other classes remain unchanged. In

addition, when comparing both Athenact+cd and Athenact+cmd with Athena, both

contribute to Athena’s effectiveness particularly in Setting 1+3.

4.5.3 RQ3: Ablation Study

Table 4.3: Ablation Study of Athena on mRR and mAP

Settings
Encoders # neighbor orders

[CLS] token pretrain-only +comm. clone detect.
CodeBERT UniXcoder 1 order 3 orders
mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP

whole 58.40 33.37 60.19 34.61 59.42 34.33 59.90 34.73 56.36 32.10 59.92 32.86 59.92 34.96 47.26 22.72
inner 74.68 64.74 75.87 66.18 75.95 66.26 74.94 65.20 73.74 63.83 75.62 65.94 75.12 65.37 71.18 61.11
outer 43.09 22.08 43.93 22.64 43.80 22.56 44.66 23.12 42.67 22.12 41.48 19.99 45.11 23.54 32.42 14.43

Table 4.3 illustrates the various configurations of Athena for the ablation study.

Specifically, we first conducted experiments using different pre-trained Transformer-based

code models, namely CodeBERT and UniXcoder. Both of them were also fine-tuned on

the code search task in order to transfer additional knowledge learned from code search

to IA, similar to our approach with GraphCodeBERT. Also, we follow the procedures

recommended in the corresponding papers for finetuning and IA evaluation (e.g., AST

is only used for UniXcoder pretraining, but not for finetuning and evaluation). Since

CodeBERT only considers sequential code information during pretraining and finetuning,

the method representations obtained by CodeBERT are not as meaningful as those ob-

tained by GraphCodeBERT, which results in poorer performance than Athena on IA.
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On the other hand, UniXcoder’s IA results are comparable to GraphCodeBERT for IA

in Setting 1 (whole), but it does not perform as well as GraphCodeBERT in Setting 3

(outer). This may be due to the fact that UniXcoder only utilizes AST information in

pretraining, but not in finetuning and evaluation, unlike GraphCodeBERT, which utilizes

data flow in all these phases, thus benefiting the understanding of the underlying code

intent. Moreover, we experimented with neighbor methods of different orders (1 and 3)

for embedding propagation for IA, and the results showed that utilizing neighbor methods

within two orders (Athena) is the optimal choice. Although considering the third order

involves more dependent methods and requires more computational resources, it does not

improve the IA performance.

Moreover, instead of taking the average output of all hidden states from the final

layer, we experimented with using the output of the [CLS] token of the Transformer-based

model (i.e., GraphCodeBERT) as the initial method representation for Athena. While

the output of the [CLS] token is widely used for code understanding-related tasks (e.g.,

code search), taking the average output of all hidden states is more suitable for representing

code semantics for IA, according to the results showed in Table 4.2 and Table 4.3. We

also conducted experiments by removing the code search fine-tuning of Athena and using

the pre-trained GraphCodeBERT directly for initial method embedding extraction, but

the pretrained GraphCodeBERT is less effective than the fine-tuned one (Athena) for

IA especially in Setting 3 (by 3.59%/3.42% mRR/mAP). The reason is that during the

code search finetuning, the code is mapped closer to its corresponding NL description,

further enhancing the model’s ability of understanding the underlying code intent and

thereby improving Athena’s effectiveness. In addition, we add the comment information

to the input of Athena, but the benefit isn’t obvious, probably because our IA evaluation

benchmark Alexandria directly collect developer-written methods from commit history,

resulting in some methods having (documentation) comments while others do not (in a

realistic setting for IA), which may negatively affect the similarity computation between

methods. However, the CodeSearchNet dataset used for code search fine-tuning is well-
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curated to ensure each code snippet is paired with its corresponding NL description (i.e.,

the first line of the documentation comment). Therefore, for the sake of efficiency, our

final version of Athena takes code-only information as input with data flow extracted for

IA.

Table 4.4: The results of LSI and Athena on the filtered Alexandria and its tangled counter-
part.

Settings
LSI Athenact Athena

tangled untangled tangled untangled tangled untangled
mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP mRR mAP

whole 52.94 17.51 58.42 18.88 54.93 19.56 60.55 20.86 64.56 23.71 68.36 24.88
inner 80.72 70.36 82.17 71.50 81.37 69.03 82.67 70.69 81.81 69.16 83.65 71.05
outer 37.72 11.45 42.89 12.80 41.31 15.10 46.06 15.72 47.53 16.41 50.65 17.09

In addition, we replace code search with clone detection to use it as a proxy for

IA. Specifically, we finetuned the GraphCodeBERT for clone detection following the same

pipeline recommended by [81]. Instead of generating separate code embeddings, the model

directly produces the probability of whether two code snippets can yield similar results,

and as a result, the embedding propagation strategy cannot be applied. Therefore, we

utilize the generated probability scores to obtain a ranked list for IA and compare it with

Athenact (without embedding propagation). However, from Table 4.2 and Table 4.3, we

observe that using clone detection as a proxy is less effective than Athenact using code

search.

4.5.4 RQ4: The Performance of Athena and the Baseline on the Tangled

Benchmark Counterpart

In Table 4.4, we present the evaluation results of the best performing baseline LSI,

Athenact, and Athena on the filtered Alexandria and its corresponding tangled coun-

terpart using the mRR and mAP metrics. Specifically, after comparing our IA bench-

mark Alexandria with its tangled counterpart, we extract the tasks with inconsistent

(query, ground-truth impact set) pairs and conduct experiments on these filtered tasks

from Alexandria (untangled) and its tangled counterpart respectively. The statistics

of the filtered datasets are described in Section 4.4.1. As observed in Table 4.4, there
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is a significant performance difference between untangled Alexandria and its tangled

counterpart across three settings when using any of the models, especially on mRR (rang-

ing from 3.80% to 5.62% in Setting 1). However, existing IA benchmarks are typically

built from tangled/original commits, which affects the reliability of evaluation results of

previous IA techniques. Moreover, as expected, each of the three models perform better

on untangled Alexandria than on the tangled version across 3 settings. The reason is

that each co-changed set in Alexandria was manually verified to address one single con-

cern, ensuring that methods within it are truly impacted by each other. In contrast, the

tangled counterpart is built from original/unvetted commits and the methods within each

co-changed set may not all contribute to one concern, thus not necessarily be impacted by

each other. Therefore, Identifying the methods that are necessarily impacted with respect

to the query is harder for each of the representative models.

4.5.5 RQ4: Qualitative Analyses on Impact Analysis Tasks

Table 4.5: Effectiveness of Athena and the baseline (LSI) on each software system

Repo Name LOC(k) # Commits # queries
Athena LSI

mRR mAP mRR mAP
ant-ivy 412.3 176 785 50.19 26.47 39.79 18.48
archiva 361.2 2 43 70.81 32.17 69.39 10.17
commons-bcel 168.3 18 138 66.07 30.79 57.76 21.68
commons-beanutils 67.5 11 42 65.64 44.58 67.67 43.64
commons-codec 55.1 8 41 67.78 52.79 57.65 34.91
commons-collections 136.3 15 73 47.84 24.80 41.43 18.85
commons-compress 147.3 61 260 51.67 32.99 45.26 23.73
commons-configuration 72.9 65 253 56.89 36.87 41.04 24.75
commons-dbcp 55.6 21 91 67.17 52.55 61.73 46.65
commons-digester 89.7 8 22 38.65 29.07 28.05 23.86
commons-io 102.5 19 58 64.34 49.13 52.16 32.53
commons-jcs 164 26 221 70.35 26.10 61.02 18.86
commons-lang 192.5 36 115 67.16 56.23 58.38 46.66
commons-math 431.1 124 589 65.93 42.02 52.43 29.20
commons-net 58.2 44 171 66.59 44.59 51.02 26.35
commons-scxml 43.8 28 114 50.32 34.62 45.82 31.19
commons-validator 42.3 12 35 62.74 56.51 51.70 40.29
commons-vfs 91.2 40 166 55.02 36.62 51.30 35.71
deltaspike 174.2 2 5 60.98 57.65 35.04 27.25
giraph 200.6 68 527 70.80 38.40 59.01 26.78
gora 132.4 40 174 49.31 26.93 41.91 23.59
jspwiki 439.4 1 12 87.50 40.03 100.00 70.28
opennlp 293.5 33 141 64.61 40.16 52.13 28.94
parquet 177.6 50 324 60.09 25.92 48.27 17.65
systemml 4000 2 5 47.15 41.60 41.63 31.25

We begin our analysis of IA tasks by looking at the performance of our studied
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techniques across different studied software projects. Table 4.5 provides a finer-grained

picture of the improvements per repository our Athena model achieves over the LSI

baseline. As shown, Athena improves performance on 24 of 25 repositories in terms

of mAP and 23 of 25 in terms of mRR in setting 1 (whole). For the failing repository

commons-beanutils, we found that Athena substantially outperforms LSI in setting 3

(34.97%/30.58% vs.18.68%/12.37% mRR/mAP), but not in setting 2 (75.35%/64.92% vs.

88.37%/80.20% mRR/mAP). As for the repository jspwiki, it contains a single commit

with 12 methods in the constructed co-changed set, which corresponds to 12 IA tasks.

Among these 12 methods, 6 methods belong to one class, and the remainder are from

another class. After investigating the failed tasks, we found that LSI was able to iden-

tify the affected methods quite well when the query and the ground truth methods had

similar code lengths and a lot of keyword overlap, especially when they belonged to the

same class. Now that we have examined the performance of Athena across IA tasks at a

repository level, we will now discuss some exemplars from our benchmark that showcase

how incorporating both structural information and semantic information can benefit IA.

Example 1: The Importance of Semantics. Figure 4.2 (a) shows two meth-

ods from different classes. The top method checkStatusCode URL HttpURLConnection

from class BasicURLHandler is the query method and the bottom method checkStat

URL HttpMethodBase is in the corresponding ground-truth impact set. This is repre-

sentative of conceptual coupling [172], where the concepts of the two methods, i.e., both

performing a check on a status code, couples them together making it more likely that

a change in one would result in a change in the other. Utilizing the semantic infor-

mation between the methods, either through a traditional LSI or a Transformer-based

neural model is necessary to determine that these two methods are highly related. Since

they are not structurally dependent (via call or class member dependencies), structural

dependence-only approach is likely to fail on this scenario.

Example 2: The Importance of Richer Semantics and Integration of De-

pendence Graphs. Figure 4.2 (a) illustrates a scenario with three methods from two
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public class BasicURLHandler extends AbstractURLHandler {

    private boolean checkStatusCode(URL url, HttpURLConnection con) throws IOException {
        int status = con.getResponseCode();
        if (status == HttpStatus.SC_OK) {
            return true;
        }
        Message.debug("HTTP response status: " + status + " url=" + url);
        if (status == HttpStatus.SC_PROXY_AUTHENTICATION_REQUIRED) {
            Message.warn("Your proxy requires authentication.");
        } else if (String.valueOf(status).startsWith("4")) {
            Message.verbose("CLIENT ERROR: " + con.getResponseMessage() + " url=" + url);
        } else if (String.valueOf(status).startsWith("5")) {
            Message.error("SERVER ERROR: " + con.getResponseMessage() + " url=" + url);
        }
        return false;
    }
}

public class HttpClientHandler extends AbstractURLHandler {

private boolean checkStatusCode(URL url, HttpMethodBase method) throws IOException {
        int status = method.getStatusCode();
        if (status == HttpStatus.SC_OK) {
            return true;
        }
        Message.debug("HTTP response status: " + status + " url=" + url);
        if (status == HttpStatus.SC_PROXY_AUTHENTICATION_REQUIRED) {
            Message.warn("Your proxy requires authentication.");
        } else if (String.valueOf(status).startsWith("4")) {
            Message.verbose("CLIENT ERROR: " + method.getStatusText() + " url=" + url);
        } else if (String.valueOf(status).startsWith("5")) {
            Message.error("SERVER ERROR: " + method.getStatusText() + " url=" + url);
        }

        return false;
    }
}

public class UrlValidator implements Serializable {
    public boolean isValid(String value) {
        if (value == null) {
            return false;
        }
        if (!ASCII_PATTERN.matcher(value).matches()) {
            // Non-ASCII input, try and convert HTTP domain
            return false;
        }
        // Check the whole url address structure
        Matcher urlMatcher = URL_PATTERN.matcher(value);

public class DomainValidator implements Serializable {
private static String unicodeToASCII(String input) {

        try {
            return /* java.net.IDN. */ toASCII(input);
        } catch (IllegalArgumentException e) { // input is not valid
            return input;
        }
    }
    public boolean isValid(String domain) {
        if (domain == null || domain.length() > 253) {
            return false;
        }
        domain = unicodeToASCII(domain); // TODO should this be before the length check?
        String[] groups = domainRegex.match(domain);
        if (groups != null && groups.length > 0) {
            return isValidTld(groups[0]);
        }
        return allowLocal && hostnameRegex.isValid(domain);
    }
    
}

(a) (b)

Figure 4.2: Two qualitative examples for illustrating the effectiveness of Athena.

different classes, where the method isValid from the class UrlValidator is the query,

and the method unicodeToASCII and isValid from the class DomainValidator are in

the ground-truth impact set. In this scenario, the baseline LSI ranks the unicodeToASCII

method quite high at 589 due to the limited keyword overlap. When using Athenact

(without embedding propagation), which leverages GraphCodeBERT for better code un-

derstanding, the rank of the unicodeToASCII method improves to 137. However, it’s

still relatively high, which means developers might need substantial effort to locate this

method. Remarkably, our Athena achieves a rank of 36, significantly outperforming the

baseline. To understand why this occurred, we found that the method isValid in the

DomainValidator class calls the unicodeToASCII method, which means these two meth-

ods have both call and class member dependencies. Through embedding propagation of

Athena, the unicodeToASCII method is updated with information from the isValid

method (in the DomainValidator class) that is more semantically similar to the query.

This additional information helps improve the rank of the ground truth, even though there

is no direct dependence relationship between the query and the unicodeToASCII.

As can be observed from these examples, there are clear benefits when code understand-

ing is enhanced by the Transformer-based neural model and structural dependence graphs,
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and we saw this pattern hold after investigating additional cases where Athena outper-

forms the baseline LSI. The contextual information obtained from the global call/class

member dependencies among methods enriches the original semantics of the methods,

which indeed helps to identify the impact set associated with the given query.

4.6 Threats to Validity

4.6.1 Internal Validity

To reduce potential issues from internal threats to validity, we experimented with three

different DL models when validating our proposed approach of incorporating program

dependence graph information into local code semantics to improve IA. Additionally, we

constructed our benchmark from commits that have been manually annotated and had the

changes made to fix bugs untangled from other changes, such as those to documentation,

to ensure our benchmark is more reliable.

4.6.2 External Validity

To lessen the potential for threats to external validity, we used a significantly larger set

of projects, 25 compared to previous work that used around five, and tested our approach

across different DL models to show generalizability. One potential issue with generality is

that we only evaluated our approach on Java and Apache projects; therefore, our approach

may not generalize to other programming languages such as Python or to different types of

project. However, the DL models we used have shown success across multiple programming

languages, and so most likely the same would apply to our approach.

4.7 Chapter Summary

In this project, we introduce Athena, a novel technique for impact analysis that combines

Transformer-based neural code semantics with structural dependence graphs. Addition-
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ally, we established a large benchmark for impact analysis, which has been manually

verified for bug-fixing commits. In our new benchmark, Athena demonstrates significant

improvements over the simple conceptual baseline (+10.34% mRR, +9.55% mAP, and

+11.68% HIT@10) and exhibits robust performance across software systems, with 23 of

25 systems showing improvement. Furthermore, our analysis reveals that the Athena’s

performance boost lies in its ability to more effectively identify impacted methods when

they are outside the query method’s class.
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Chapter 5

Towards More Trustworthy Deep

Code Models through Multimodal

Out-of-Distribution Detection

Numerous ML models have been developed, including those for SE tasks, under the as-

sumption that training and testing data come from the same distribution. However,

training and testing distributions often differ as training datasets rarely cover the entire

distribution, while the testing distribution tends to shift over time. Hence, when con-

fronted with out-of-distribution (OOD) instances that differ from the training data, a

reliable and trustworthy SE ML model must be capable of detecting them to either ab-

stain from making predictions or potentially forward these OODs to appropriate models

handling other categories or tasks.

In this paper, we develop two types of SE-specific OOD detection models, unsuper-

vised and weakly supervised OOD detection for code. The unsupervised OOD detection

approach is trained solely on in-distribution samples, while the weakly supervised approach

utilizes a tiny number of OOD samples to further enhance the detection performance in

various OOD scenarios. Extensive experimental results demonstrate that our proposed
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methods significantly outperform the baselines in detecting OOD samples from four dif-

ferent scenarios simultaneously and also positively impact a main code understanding

task.

5.1 Introduction

Extensive ML models have been developed under the assumption that training and testing

data come from the same distribution (i.e., closed-world assumption). However, this

assumption is often violated in practice, where deployed models often encounter out-of-

distribution (OOD) instances that are not seen in training [207]. For example, a model

trained on high-quality code may struggle to comprehend buggy code. Adapting ML

models to distribution changes is possible, but challenging and costly due to constantly

evolving data [152]. Moreover, even if the training data are up-to-date, models will still

encounter unforeseen scenarios in the open world setting. Failure to recognize an OOD

sample and, consequently, to produce incorrect predictions significantly compromises the

reliability of a model. A reliable and reliable ML model should not only achieve high

performance on samples from known distributions, i.e., in-distribution (ID) data, but also

accurately detect OOD samples, which can then either abstain from making predictions

or potentially be forwarded to appropriate models handling other distributions or tasks.

OOD detection has been extensively studied in computer vision (CV) [235] and natural

language processing (NLP) [145] on a range of tasks (e.g., image / sentence classification,

question answering). Existing OOD detectors typically design a scoring function to de-

rive confidence/ID scores, allowing the detection of OOD samples based on a predefined

threshold. These OOD detectors serve as an auxiliary function to the original ML models

and ensure a high proportion (e.g., 95%) [165] of ID data finally retained based on the

threshold. This is crucial to prevent the OOD auxiliary scoring from adversely affect-

ing ML models’ performance on their main image/language-related tasks. Current OOD

detection approaches are proposed in supervised, unsupervised, and weakly supervised
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regimes depending on the availability of OOD data. The supervised approaches [95] learn

a classical binary classifier based on both ID and OOD data, but in practice it is hard to

assume the presence of a large data set that captures everything different from the ID data.

Unsupervised ones [160,252] only utilize ID data for training, but are likely to suffer from

poor performance. Recent studies have shown that weak supervision [123, 124, 161, 205]

can remarkably outperform unsupervised learning methods for the detection of anomalies

/ OOD. Some weakly supervised approaches [123,124,161] generate pseudolabeled OODs

by partially corrupting ID data based on output attention mappings, while others [205]

leverage a tiny collection of labeled OODs (e.g., 1% of ID data) to detect specific OOD

types in applications where access to OOD samples is limited and pseudo OOD genera-

tion is challenging [239]. However, none of these ML approaches have been applied in the

context of SE for code-related tasks.

Existing OOD detection research in SE primarily focuses on anomaly detection or

software defect detection. Anomaly detection techniques [82, 139, 149, 217] are designed

to detect anomalous system states (e.g., failed processes, availability issues, security inci-

dents) during system running based on monitoring data (e.g., logs, traces), but they still

cannot been applied to the code context. There also exists a body of research dedicated

to detecting suspicious defects in source code (e.g., vulnerability detection [40, 189, 199],

neural bug detection [18, 89]). Although defective source code represents a type of dis-

tribution shift from normal code, current defect detection techniques are not sufficient to

cover a broad range of unseen scenarios considered by OOD detection.

Therefore, the goal of this project is to address the OOD detection problem in the

context of SE for code-related tasks. Although transformer-based [209] NL-PL models

have shown remarkable success in code understanding and generation [80, 81, 232] utiliz-

ing bimodal data (i.e., comment and code), they often assume that training and testing

examples belong to the same distribution. Thus, these models may not guarantee the

robustness against OOD instances in the open world (as evidenced by [94] for NL Trans-

formers). For instance, a code search engine, which is trained on GitHub comment-based
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queries and code, is likely to fail in user questions and code answers from StackOverflow.

In this project, we systematically investigate the ability of pre-trained NL-PL mod-

els [80,81,150] in detecting OOD instances and the impact of OOD detection on a down-

stream code task (i.e., code search). While NLP OOD detection techniques show promise

for adaptation to NL-PL models due to the similarity between NL and PL, they can only

detect textual OODs from uni-modal data. However, in the SE context for code-related

tasks, distribution shifts can occur in either modality (comment or code) or both of them.

An effective OOD code detector should be able to detect OOD from comments, code, or

both modalities, by utilizing multi-modal NL-PL pairs. Several multi-modal approaches

have been proposed for vision OOD detection [67, 165], utilizing information from both

images and their textual descriptions, but they are still designed to detect only visual

OODs.

To overcome these challenges, we develop two types of multimodal OOD detection

models to equip NL-PL models with OOD code detection capability. The first is unsu-

pervised (coined as COOD), which fine-tunes the NL-PL models to closely align NL-PL

representations solely from ID data [107] based on multimodal contrastive learning [170],

and then uses their prediction confidences as OOD scores. The contrastive learning objec-

tive is expected to effectively capture high-level alignment information within pairs (NL,

PL) to detect OOD. To further enhance the OOD detection performance, we propose

a weakly supervised OOD detection model, COOD+, which utilizes a tiny collection of

OOD samples (e.g., 1%) during model training. Current techniques in ML typically con-

sidered unsupervised contrastive learning [252] or outlier exposure [95,151], in conjunction

with a scoring function, limiting their ability to detect OOD from only one modality. In

contrast, our COOD+ integrates an improved contrastive learning module with a binary

OOD rejection module to effectively detect OODs from NL, PL, or both modalities. OOD

samples are then identified by a combination of two different scoring functions: the confi-

dence scores produced by the contrastive learning module and the prediction probabilities

of the binary OOD rejection module.
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Due to the lack of evaluation benchmarks for OOD code detection, we create a new

benchmark tailored for code context following the construction principles in ML [160,252],

but containing more OOD scenarios: (1) aligned (NL, PL) pairs collected from a new

domain, e.g., from StackOverflow rather than GitHub, (2) misaligned (NL, PL) pairs,

(3) the presence of syntactic errors in NL descriptions, and (4) buggy source code. We

first evaluate the proposed models on two real-world datasets, CodeSearchNet-Java and

CodeSearchNet-Python, and establish a range of unsupervised and weakly-supervised

baselines for comparison. Experimental results show that both COOD and COOD+

models significantly outperform the best unsupervised and weakly-supervised baselines,

respectively. Specifically, our unsupervised COOD is moderately capable of detecting

OODs from three scenarios but does not perform well across all four scenarios. By in-

tegrating two modules, our COOD+ model effectively detects OODs from all scenarios

simultaneously.

Furthermore, we apply our approaches to improve the robustness of existing (NL, PL)

models for the code search task under the four OOD scenarios described above. By corrupt-

ing 15% of the testing dataset with OOD examples, we demonstrate that NL-PL models

actually are not robust to OOD samples. Specifically, the performance of a fine-tuned

GraphCodeBERT code search model drops by around 5% due to the presence of OODs.

Subsequently, we filter the corrupted testing dataset with our COOD/COOD+, and show

that our detectors successfully recover this performance loss and also improve the code

search performance compared to the original testing set. In summary, the contributions

are as follows.

• A novel OOD benchmark specifically designed for code contexts, encompassing mul-

tiple OOD scenarios;

• The first work to address OOD detection for code across four distinct scenarios;

• A multi-modal OOD detection framework for NL-PL pre-trained models, leveraging

contrastive learning in both unsupervised and weakly-supervised settings;
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• A comprehensive evaluation showcasing the superior performance of our COOD and

COOD+ frameworks in detecting OOD samples across four scenarios;

• An online appendix providing the full codebase and experimental infrastructure of

our approaches [233].

5.2 Related Work

We review related work on OOD detection in various fields such as CV, NLP, and SE, and

then point out the unique characteristics of our approach.

5.2.1 OOD Detection in SE

To ensure the reliability and safety of large-scale software systems, extensive work [139,

240, 245] has been carried out on anomaly detection to identify anomalous system state

(e.g., failed processes, availability problems, security incidents) during system operation

based on monitoring data (not in code format). Specifically, monitoring data include

logs [139, 217], metrics (e.g., response time, CPU usage) [243], traces [82, 149], etc. Al-

though some approaches utilize supervised learning techniques [159, 247], others employ

unsupervised [68] or semisupervised learning [140,236] due to insufficient anomaly labels.

However, none of these anomaly detection techniques targets code-based OOD detection,

the main focus of our work. We mention this research line here since some existing OOD-

related work in ML uses the terms anomaly detection and (generalized) OOD detection

interchangeably [95], but anomaly detection in SE has distinct characteristics as described.

Furthermore, current defect detection techniques [158] in SE typically identify defects

by analyzing source code with extracted code semantic features. Research in vulnerabil-

ity detection focuses on security-related defects, such as buffer overflows and use-after-free.

Compared to conventional static tools [7,8], DL-based techniques [40,154,189,199] utilize

graph neural networks (GNN) or transformers to learn implicit vulnerability patterns from

the source code. Additionally, bug detection techniques [18,51,89,119] also fall under the
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umbrella of defect detection but typically address semantically incorrect code (e.g., wrong

binary operators, variable misuse) which is not necessarily security-related and probably

syntactically feasible. Although our focus is also on the source code, defective code is only

considered as one scenario within the scope of our OOD detection problem.

More recently, several studies have explored the robustness and generalization of source

code models to different OOD scenarios [86, 103, 221]. Hu et al. introduced a bench-

mark dataset to assess the performance of code models under distribution shifts [103],

while others investigated fine-tuning strategies like low-rank adaptation [86] and contin-

ual learning [221] for enhanced generalization on OOD data. However, these studies did

not specifically tackle OOD detection, and existing unsupervised OOD detectors have

shown limited effectiveness for source code data [103]. In short, unlike previous work, our

study directly aims to improve the OOD detection performance of existing code-related

models, ensuring greater robustness and trustworthiness in the open world where many

unseen OOD scenarios may be encountered.

5.2.2 OOD Detection in CV and NLP

In the ML community, the detection of OOD [93,145,186,235] has been extensively studied

over the years, leading to a better defined and formulated task. The primary objective

of OOD detection here is to design an auxiliary ID-OOD classifier derived from neural-

based visual and/or textual models based on OOD scores. Given that correctly predicted

instances tend to have higher maximum softmax probabilities (MSP) than incorrectly

predicted and OOD instances, the MSP-based OOD scoring function [91,93] was initially

used to identify OOD samples. Subsequently, energy and distance-based scores [151, 201,

252] have also been used to derive OOD scores. For visual OOD data, existing techniques

often aim for multiclass classification tasks (e.g., image classification) and learn a K + 1

classifier assuming that the unseen space is included in the additional class [104,156]. The

OOD data utilized for evaluation are typically constructed from a completely different

dataset (out-domain data) or by holding out a subset of classes in a categorized dataset,
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where one category is considered normal and the remaining categories are treated as OOD.

In the context of textual data, OOD detection techniques are applied to both clas-

sification tasks (e.g., sentiment/topic classification [123, 252]) and selective prediction

tasks [118, 208, 228] (e.g., question answering, semantic equivalence judgments). These

techniques rely on various algorithmic solutions including exposure to outliers [104, 242],

data augmentation [244, 251], contrastive learning [112, 252], etc.. Compared to tradi-

tional neural-based language models, pre-trained Transformer-based [209] models exhibit

greater robustness to distributional shifts and are more effective in identifying OOD in-

stances [94, 229]. In addition to the out-domain data, text-based OOD detection also

considers syntactic OOD data [160] due to the intrinsic characteristics of sentences. Syn-

tactic OOD and ID data come from the same domain, but the syntactic OOD data have

its word order shuffled, which allows for the measurement of OOD detectors’ sensitivity

to underlying syntactic information while preserving word frequency.

Some studies [200,213] have explored the incorporation of multimodal data into neural-

based models to improve OOD detection accuracy. Recently, CLIP-based methods [67,74,

165] have emerged as a promising approach to OOD detection utilizing vision-language

bimodal data, showing superior performance over unimodal data only. The main intuition

behind these approaches is to take advantage of the alignment between visual classes or

concepts and their textual descriptions. For example, Ming et al. [165] detect visual OOD

in an unsupervised manner by matching visual features with known ID concepts in the

corresponding textual descriptions.

However, these studies typically focus on detecting OOD data from at most two scenar-

ios (i.e., out-domain and shuffled text OODs) within a single modality. Even multimodal

approaches are often limited to detecting only visual OODs by additionally considering

accompanying textual descriptions. Our proposed approach aims to effectively identify

OOD samples from four different scenarios in two modalities (i.e., NL and PL). To

achieve this, we use a combination of different scoring functions from two different mod-

ules: cosine similarities of a contrastive learning module and prediction probabilities of a
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binary OOD classifier.

5.3 Approach

In this section, we first formally define the OOD code detection problem for (NL, PL)

models (Sec. IV-A), then introduce the overall proposed framework (Sec. IV-B), and

finally present details of unsupervised COOD and weakly-supervised COOD+ in Sec. IV-

C and Sec. IV-D, respectively.

5.3.1 Problem Statement

Since current state-of-the-art code related models [80,81] typically extract code semantics

by capturing the semantic connection between the NL modalities (i.e., comment) and PL

(i.e., code) modalities, we formally defined OOD samples involving these two modalities

in the SE context following the convention in ML [235,252]. Consider a dataset comprising

training samples ((t1, c1), y1), ((t2, c2), y2), ... from the joint distribution P ((T,C), Y ) over

the space (T , C)×Y, and a neural-based code model is trained to learn this distribution.

Here, ((t1, c1), y1) represents the first input pair of (comment, code) along with its predic-

tion of ground truth in the training corpus. T , C and Y are random variables on an input

(comment, code) space (T , C) and a output (semantic) space Y, respectively. OOD code

samples refer to instances that typically deviate from the overall training distribution due

to distribution shifts. The concept of distribution shift is very broad [186, 235] and can

occur in either the marginal distribution P (T,C), or both P (Y ) and P (T,C).

We then formally define the OOD code detection task following [102, 123, 151, 205]

as follows. Given a main code-related task (e.g., clone detection, code search, etc.), the

objective here is to develop an auxiliary scoring function g : (T , C) → R that assigns

higher scores to normal instances where ((t, c), y) ∈ P ((T,C), Y ), and lower scores to

OOD instances where ((t, c), y) /∈ P ((T,C), Y ). Based on whether to use OOD instances

during the main-task training of pre-trained NL-PL models, we define OOD for code in
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two settings, namely unsupervised and weakly supervised learning. For the unsupervised

setting, only normal data are used in the main-task training. Conversely, weakly super-

vised approaches utilize ID and a tiny collection of OOD data (e.g., 1% of ID data) [205]

in training. In this context, the output space Y is typically a binary set, indicating normal

or abnormal, which is probably unknown during inference. Due to the small number of

training OOD data, the OOD samples required by our COOD+ and other existing weakly

supervised approaches [184, 205] in ML can be generated at minimal cost and feasibly

verified by human experts when necessary.

5.3.2 Overview
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{

return s1 == s2 | | (s1 != null) && s1.equals(s2);
}
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A convenience function to check if two objects are equal .

Figure 5.1: The Overview of Our Proposed COOD and COOD+ Approaches for OOD Detection

Overall, there are two versions of our COOD approach: unsupervised COOD and

weakly supervised COOD +. Given a multimodal input (NL, PL), the unsupervised

COOD learns distinct representations based on a contrastive learning module utilizing a

pre-trained Transformer-based code representation model (i.e., GraphCodeBERT [81]).

Then, these representations are mapped to distance-based OOD detection scores in order

to indicate whether the test samples are OODs during inference. The weakly supervised

COOD+ further integrates an improved contrastive learning module with a binary OOD
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rejection module to enhance the detection performance by using a very tiny number of

OOD data during model training. The OOD samples are then identified by the detection

scores produced by the contrastive learning module, as well as the prediction probabilities

of the binary OOD rejection module.

5.3.3 Unsupervised COOD

Our unsupervised COOD approach consists of a contrastive learning (CL) module trained

only on ID samples. Specifically, given (comment, code) pairs as input, we fine-tune a

comment encoder and a code encoder through a contrastive objective to learn discrim-

inative features, which are expected to help identify OOD samples based on a scoring

function.

The (comment, code) pairs are first converted into the comment and code represen-

tations, which are processed by the comment and code encoder, respectively. We use

the pre-trained GraphCodeBERT model [81] as the encoder architecture (i.e., backbone).

GraphCodeBERT is a Transformer-based model pre-trained on six PLs by taking the

(comment, code) pairs as well as the data flow graph of the code as input, which has

shown superior performance on code understanding and generation tasks. All the rep-

resentations of the last hidden states of the GraphCodeBERT encoder are averaged to

obtain the sequence-level features of comment and code.

Contrastive Learning Module. To achieve the contrastive learning objective, we

fine-tune the base (GraphCodeBERT) encoders with the InfoNCE loss [170]. The com-

ment and code encoders follow the Siamese architecture [80] since they are designed to

be identical subnetworks with the same GraphCodeBERT backbones, in which their pa-

rameters (i.e., weights and biases) are shared during fine-tuning. Parameter sharing can

reduce the model size and has shown state-of-the-art performance for the code search

task [191]. To extract discriminative features for (comment, code) pairs, we organize them

into functionally-similar positive pairs and dissimilar negative (unpaired) pairs. Through

a contrastive objective, positive pairs are drawn together, while unpaired comment and
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code are pulled apart. Specifically, for each positive (comment, code) pair (ti, ci) in the

batch, the code in each of other pairs and ti are constructed as in-batch negatives, sim-

ilarly for the comment side. The loss function then formulates the contrastive learning

as a classification task, which maximizes the probability of selecting positives along the

diagonal of the similarity matrix (as shown in Fig. 5.1) by taking the softmax of projected

embedding similarities across the batch. The loss function can be summarized as follows:

LCL = − 1

2N
(

N∑
n=1

log
esim(vti ,vci )/τ∑N
j=1 e

sim(vti ,vcj )/τ
+

N∑
n=1

log
esim(vti ,vci )/τ∑N
j=1 e

sim(vtj ,vci )/τ
) (5.1)

where vti and vci represent the extracted features of the comment ti and the code ci.

τ is the temperature hyperparameter, which is set to 0.07 following previous work [191].

sim(vci , vti) and sim(vti , vcj )/sim(vtj , vci) represent the cosine similarities between com-

ment and code features for positive and negative pairs, respectively. N is the number

of input pairs in the batch. InfoNCE loss is designed for self-supervised learning and

learns to distinguish positive pairs from in-batch negatives. Compared to other contrastive

losses [122,252], it can take advantage of large batch size to automatically construct many

diverse in-batch negatives for robustness representation learning, which is more effective

to capture the alignment information between comment and code.

Scoring Function. Existing OOD detection techniques in ML derive scoring func-

tions based on model’s output, which typically map the learned class-probabilistic dis-

tributions to OOD detection scores for testing samples. Maximum Softmax Probability

(MSP) [92] is commonly used for OOD scoring. This method uses the maximum classifi-

cation probability maxl∈L softmax (f(vt, vc)), where f(vt, vc) is the output of the classifi-

cation model, with low scores indicating low likelihoods of being OOD. However, NL-PL

code search models typically utilize similarity retrieval scores of NL-PL output repre-

sentations to make predictions. Therefore, to enable simultaneous similarity and OOD

inference, we alternatively extract cosine similarity scores for the testing of NL-PL pairs

as OOD detection scores, denoted as PCL = sim(vc, vt). The underlying intuition behind
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this scoring metric is that OOD testing samples should receive low retrieval confidence

from the model fine-tuned on ID data, which establishes a closer relationship between ID

(comment, code) pairs. Hence, this scoring function also assigns higher scores to ID data

and lower scores to OOD data, similar to previous scoring methods.

5.3.4 Weakly-Supervised COOD+

To further enhance the performance of unsupervised COOD, we extend it to a weakly su-

pervised detection model, called COOD+, which takes advantage of a few OOD examples.

Inspired by [65], our COOD + combines improved contrastive learning (CL) and a binary

OOD rejection classifier (BC). The improved CL module adopts a margin-based loss [230]

which enforces a margin of difference between the cosine similarities of the aligned and

unaligned pairs (comment, code) and restricts the cosine similarities of OOD pairs below

another margin. The BC module integrates features from both comments and code to

calculate the probabilities of OOD pairs. The OOD scoring function is then designed by

combining the cosine similarity scores from the CL module and the prediction probabil-

ities from the BC module. Below, we detail each component of our weakly supervised

COOD+.

Improved Contrastive Learning (CL) Module. Given a batch of N input pairs

(comprising N −K ID pairs and K OOD pairs), latent representations are first obtained

from the comment and code encoders. The margin-based loss is then leveraged in the

CL module to distinguish representations of ID and OOD data by constraining the cosine

similarity. Specifically, the margin-based contrastive loss is first applied to the N − K

ID code to maximize the difference between aligned pairs (comment, code) and incorrect

pairs for each batch:

LID =
N−K∑
i=1

 1

N

N∑
j=1,j ̸=i

max
(
0,m− s(vt+i

, vc+i
) + s(vt−j

, vc+i
)
) (5.2)

s(vt+i
, vc+i

) represents the cosine similarity of representations between each aligned ID
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pair from all the N −K aligned pairs, and s(vt−j
, vc+i

) represents the cosine similarity of

representations between each ID code and all the other N−1 comments (i.e., the comment

is either not aligned with the ID code or from OOD comments). Thus, this margin-based

loss encourages the difference between the aligned pairs and the incorrect pairs greater

than margin m.

Regarding the K OOD code, we enforce a constraint on the cosine similarity between

each OOD code and all the comments, ensuring that the similarity remains below a mar-

gin m. This constraint is necessary because each OOD code should not align with its

corresponding comment, nor with any of the other K − 1 OOD comments and the N −K

ID comments. The loss function is denoted as follows:

LOOD =

K∑
k=1

(
1

N

N∑
i=1

max
(
0,−m+ sim(t−j , c

−
k )
))

, (5.3)

where sim(t−j , c
−
k ) represents the cosine similarity between each of the K OOD code and

all N comments. Finally, the overall loss for the contrastive module can be expressed as:

LCL =
1

N

(
LID + LOOD

)
. (5.4)

Binary OOD Rejection (BC) Module. Besides the CL module, we also introduce

a classification module under weakly-supervision for identifying OOD samples. Inspired by

the Replaced Token Detection (RTD) objective utilized in [72], we bypass the generation

phase since our OOD data are generated prior to training. Therefore, we directly train a

rejection network responsible for determining whether (comment, code) pairs are OOD or

not, which can be framed as a binary classification problem. Our binary OOD rejection

network comprises a 3-layer fully-connected neural network with Tanh activation, and the

input is based on the concatenation of features from the comment and code encoders:

vi = (vti , vci , vti − vci , vti + vci). Apart from utilizing the comment and code features, we

also incorporate feature subtraction vti − vci and aggregation vti + vci . Additionally, we

apply the sigmoid function to the output layer, producing a prediction probability that
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indicates whether the sample is OOD. We then use binary cross entropy loss for this

module:

LBC =
1

N

N−K∑
i=1

(yi log p(vi) + (1− yi) log(1− p(vi))), (5.5)

where p(vi) is the output probability of the BC module, and yi ∈ [0, 1] is the ground-truth

label. yi = 1 indicates the input sample is an inlier, while yi = 0 signifies it is an outlier.

Hence, for weakly-supervised COOD+, we combine the objectives of the CL and the

BC modules to jointly train our model, where λ is a weight used to balance the loss

functions:

L = LCL + λLBC . (5.6)

Combined Scoring Function. Similar to the unsupervised COOD approach, we utilize

the diagonals of the similarity matrix as the OOD detection scores obtained from the CL

module. To further improve the detection performance of the weakly-supervised version,

we combine these PCL scores with the output probabilities of the BC module, denoted as

PBC . Here, we convert cosine similarity scores into probabilities using the sigmoid function

PCL∗ = σ(sim(vc, vt)), then use multiplication to create the overall scoring function,

yielding P ID = PCL∗ × PBC . We anticipate that higher scores will be assigned to ID

pairs, while lower scores will be assigned to OOD pairs. This combined scoring function

aims to enhance the discrimination between inliers and outliers, leading to more effective

OOD detection.

5.4 Empirical Evaluation Design

To evaluate the performance of the proposed approaches in four scenarios, we investigate

the following research questions:
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RQ1: How effective is the proposed unsupervised COOD when compared to unsupervised

baselines?

RQ2: How effective is the proposed weakly-supervised COOD+ when compared to weakly-

supervised baselines?

RQ3: How effective is the proposed weakly-supervised COOD+ when using different mod-

ules or encode backbone?

RQ4: Is the main task (Code Search) performance affected by our COOD/COOD+ aux-

iliary, and to what extent?

5.4.1 Datasets

In our experiments, we rely on two benchmark datasets: CodeSearchNet (CSN) [81] and

TLCS [188]. CSN contains bimodal data points consisting of code paired with function-

level NL descriptions (i.e., first lines of documentation comments) in six PLs (e.g., Python,

Java) collected from GitHub repositories. While CSN was originally created for a specific

downstream task (i.e., code search), it has since been widely adopted by large (NL, PL)

models [80,81] for pre-training due to the informative nature of bimodal instances. Large

NL-PL models are first pre-trained across all six languages, and then further fine-tuned

for a specific PL for some downstream task to enhance performance. For code search, the

goal is to retrieve the most relevant code given a NL query, where CSN is widely used to

further fine-tune a PL-specific code search model [72].

Salza et al. [188] used training samples from CSN for pre-training, and created a new

dataset sourced from StackOverflow (SO) for fine-tuning the code search model, involv-

ing only three PLs: Java, Python, and JavaScript. Specifically, they leverage SO user

questions as search queries and accepted answers as retrieved code snippets, which differ

from GitHub comments and the corresponding code in CSN. We refer to this new dataset

as TLCS. Existing work [15, 157, 234] investigated code clones between SO and GitHub,

demonstrating there exists only 1-3% code reuse. Besides code, user questions in SO
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are typically formulated before code answers, without concrete knowledge of what code

answers will be, and are mostly written by end-users. Conversely, in GitHub, method doc-

strings (i.e., comments) are often written following code snippets, and are mostly written

by developers. These distinctions cause performance shortfall when directly applying mod-

els trained on CSN to TLCS without further fine-tuning or transfer learning [80,105,188].

5.4.2 OOD Scenarios

We design four distinct OOD scenarios using the datasets described above, with CSN-Java

and CSN-Python as inliers due to their common use for the pre-training of code models.

Scenario 1: Out-domain. Following existing ML work [94, 171,252], we create an out-

of-domain setting by choosing OOD samples from a different dataset than the training

data. Thus, samples from TLCS-Java or TLCS-Python are treated as outliers accordingly.

Inliers and their corresponding outliers belong to the same PL to ensure approaches don’t

identify OODs based on syntax differences between PLs but on data domains: GitHub vs.

SO. Prior studies [210] show that CSN queries are longer than SO questions on average,

so we sampled TLCS questions and answers to match the length distribution of CSN

comments and code, to avoid OOD approaches exploiting spurious cues of query length

differences. We didn’t consider other code search datasets [144, 178, 238] because they

either contain only one of the PLs (Python or Java) or have a smaller dataset size.

Scenario 2: Misaligned. In this scenario, we shuffle normal NL-PL pairs so that each

code doesn’t match its NL description. Although the NL modality sourced from attached

comments in code are typically aligned with the PL modality, documentation errors may

still occur and not effectively filtered by handcrafted rules [81].

Scenario 3: Shuffled-comment. For (comment, code) pairs, we modify the syntactic

information in each comment by shuffling 20% of selected tokens using a seeded random

algorithm [193] with positions of stopwords and punctuations unchanged. No changes are

made to the code for this scenario. This scenario is inspired by [160,194]. [194] discovered

that NL pre-trained models are insensitive to permuted sentences, which contrasts with
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human behavior as humans struggle to understand ungrammatical sentences, or interpret

a completely different meaning from a few changes in word order. [160] further introduces

syntactic (shuffling) outliers into NL pre-training corpora to enhance OOD robustness and

NL understanding performance.

Scenario 4: Buggy-code. We create buggy code using a semantic mutation algorithm

which injects more natural and realistic bugs into code than other traditional loose/strict

mutators [182]. This simulates buggy programs that the model may encounter during test-

ing, typically absent from the training dataset, and should be taken into account by OOD

code detectors according to the OOD definition [89]. We avoid using real bug/vulnerability

datasets [115,224,254] due to limitations like the absence of paired comments, lack of sup-

port for Python or Java, introduction to a new dataset domain etc.. We generate buggy

code for each code in CSN-Java and CSN-Python using [182] to serve as outliers, ensur-

ing the inliers and outliers are from the same dataset domain with the only difference

being normal vs. buggy code. We focus on variable-misuse bugs, as only this mutation

algorithm is available for both Python and Java in [182]. Variable-misuses occur when a

variable name is used but another was meant in scope, and often remain undetected after

compilation and regarded as hard-to-detect by recent bug detection techniques [89, 181].

Comments remain unchanged for this scenario.

5.4.3 Model Configurations

For the weakly-supervised COOD+, we experiment with either the contrastive learning

module (COOD+ CL) or the binary OOD rejection module (COOD+ BC) to compare

against the combined model. All models are trained using the Adam optimizer with a

learning rate of 1e − 5, and a linear schedule with 10% warmup steps. The batch size is

set to 64, and the number of training epochs is 10. For the COOD+ CL and COOD+, the

margins in the margin-based loss are set to 0.2. The balancing value λ is set to 0.2 after

a grid search. The hidden layer size in the binary OOD rejection module for COOD+ is

384 (768/2). We also explore the robustness and agnosticism of our COOD+ approach to
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different NL-PL models by replacing the GraphCodeBERT encoder with CodeBERT [72],

UniXcoder [80], and ContraBERT [150].

Table 5.1: Dataset statistics for weakly-supervised COOD+.
CodeSearchNet-Java CodeSearchNet-Python
train valid test train valid test

ID 142,502 15,838 2,199 217,577 24,178 4,281
Out-domain 1,484 164 2,191 2,266 251 2,983
Misaligned 1,483 163 2,191 2,265 251 2,983

Shuffled-comment 1,478 163 2,183 2,264 251 2,978
Buggy-code 1,484 164 2,191 2,266 251 1,693

5.4.4 OOD Detection Model Training and Measurement

For unsupervised COOD, we use only ID data for model training, thus involving all training

data from CSN-Python and CSN-Java, with 10% randomly sampled for validation. We

avoid using the CSN development dataset for validation due to its smaller size. For weakly-

supervised COOD+, we randomly select 1% of the training data and replaced them with

OOD samples generated for each scenario (following [205]), resulting in a total of 4% OOD

samples and 96% ID samples for training. During inference, both COOD and COOD+

utilize the same ratio (20%) for inliers and outliers from each scenario, which is more

convincing than using an imbalanced dataset (i.e., tiny number of OOD data). Detailed

dataset statistics are provided in the Table 4.1. Since all outliers are randomly selected,

we report average OOD detection results across five random seeds of the test dataset to

ensure evaluation reliability and reproducibility.

Following prior work in ML [96,156], we use two standard metrics to measure the effec-

tiveness of our COOD/COOD+ models: the area under the receiver operating character-

istic curve (AUROC) and the false positive rate at 95% (FPR95). AUROC is threshold-

independent, calculating the area under the ROC curve over a range of threshold values,

representing the trade-off between true positive rate and false positive rate. It quantifies

the probability that a positive example (ID sample) receives a higher score than a negative

one (OOD sample). Higher AUROC indicates better performance. Additionally, FPR95
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corresponds to the false positive rate (FPR) when the true positive rate of ID samples is

95%. FPR95 is threshold-dependent, where OODs are identified by setting a threshold

σ with POOD < 1 − σ (P ID > σ) so that a high fraction (95%) of ID data is above the

threshold. It measures the proportion of OOD samples that are mistakenly classified when

95% of ID samples are correctly recalled based on the threshold. Lower FPR95 indicates

better performance.

5.4.5 Baselines

We compare our COOD/COOD+ against various OOD detection baselines, including

adaptations of existing unsupervised NLP OOD approaches on NL-PL encoders (1-2),

weakly-supervised approaches based on outlier exposure (3), and neural bug detection

techniques (4-5). Since unsupervised approaches (1-2) rely on classification outputs for

OOD scoring, we reformulate code search as binary classification to fine-tune the encoders

similarly to [72]. (1-2) is supervised for code search, but unsupervised for OOD detec-

tion. For weakly-supervised baselines (3-5), we use the same number of OOD samples as

COOD+ for a fair comparison. Note that the encoder backbone of (1-3) is also Graph-

CodeBERT. (4-5) are specifically designed for neural bug detection, thus not requiring

other encoder backbone for OOD detection.

1. Supervised Contrastive Learning For Classification (SCL) [122]. This method

fine-tunes transformer-based classification models by maximizing similarity of input

pairs if they are from the same class and minimize it otherwise. Following [252], we

adopts MSP, Energy, and Mahalanobis OOD scoring algorithms for OOD detection.

2. Margin-based Contrastive Learning for Classification (MCL) [252]. This ap-

proach fine-tunes transformer-based classification models by minimizing the L2 dis-

tances between instances from the same class, and encouraging the L2 distances be-

tween instances of different classes to exceed a margin. We also detect OODs by

applying MSP, Energy, and Mahalanobis OOD scoring algorithms.
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3. Energy-based Outlier Exposure (EOE) [151]. This approach uses a few auxiliary

OOD data to fine-tune the classification model with an energy-based margin loss [151],

and then utilize Energy scores for OOD detection.

4. CuBERT [119]. CuBERT is pre-trained on a large code corpus using masked language

modeling, then fine-tuned for bug detection and repair. We adapt CuBERT for OOD

classification by alternatively fine-tuning it on our datasets with comments appended

to their corresponding code, as CuBERT only accepts single instance inputs.

5. 2P-CuBERT [89]. This method enhances CuBERT’s bug detection accuracy with

a two-phase fine-tuning approach. The first phase utilizes contrastive learning on

generated synthetic buggy code [18]. For the second phase, we alternatively fine-tune

CuBERT to detect OOD using our datasets. Results are reported only for CSN-Python

due to the lack of Java bug generation algorithms in [89].

5.4.6 Main Task Performance Analysis

An effective OOD detector, serving as an auxiliary component, should identify and reject

OOD samples without negatively impacting the original model’s performance on the main

downstream task with ID data [252]. Consequently, we validate the effectiveness of our

COOD/COOD+ auxiliary on the code search task using the official evaluation bench-

mark [81, 150] by calculating the mean reciprocal rank (mRR) for each pair of comment-

code data over distractor codes in the testing code corpus. Specifically, we first measure

the performance of original GraphCodeBERT code search model on both ID and OOD

data, whose performance is expected to be negatively affected with the presence of OOD

samples. Then, we utilize our COOD/COOD+ auxiliary to filter the testing dataset by

setting a threshold to retain 95% of ID instances with higher scores (following existing

ML work [165] and the FPR95 definition), as real-world deployment typically involves few

OODs. Finally, we directly use the fine-tuned encoder in COOD/COOD+ to perform code

search but on the retained ID instances, and compare this performance with that on the
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ground-truth ID instances. If the performance loss is recovered by using COOD/COOD+,

we actually enhance the trustworthiness and robustness of the original code search model

(as shown in Sec. VI-D). Here trustworthiness and robustness mean that predictions of

code models become more reliable when encountering OOD data in real-world deploy-

ment. Note that the dataset used for COOD/COOD+ training is the same as that used

for PL-specific training of existing SOTA code search models.

Table 5.2: Effectiveness of our COOD and COOD+ models compared with the baselines on the
CSN-Python dataset.

Approaches
Out-domain+ID Misaligned+ID Shuffled-comment+ ID Buggy-code+ ID Overall (All OODs+ID)

AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓
Unsupervised

SCL+MSP 78.21 68.93 49.80 97.23 60.91 90.36 49.23 95.26 60.79 87.05

SCL+Energy 77.76 70.13 65.07 96.11 61.24 90.04 49.58 95.00 65.09 86.95

SCL+Maha 73.34 82.82 73.21 92.13 68.03 87.02 53.89 92.43 68.72 88.14

MCL+MSP 81.18 65.57 53.51 96.43 62.17 90.44 48.69 94.42 63.11 85.78

MCL+Energy 82.55 64.03 62.57 95.43 63.03 90.52 48.26 94.90 66.02 85.16

MCL+Maha 53.05 94.60 62.47 93.12 49.23 95.73 51.13 93.64 54.31 94.35

COOD 86.60 48.25 99.85 0.16 72.82 85.18 49.17 93.58 80.50 52.31

Weakly-supervised

EOE 98.96 3.26 91.18 50.03 98.37 4.07 94.78 24.69 95.95 20.02

CuBERT 92.56 14.46 91.13 17.33 88.92 21.74 60.93 77.73 86.11 27.38

2P-CuBERT 92.26 15.16 84.42 30.83 86.38 26.92 92.87 13.94 88.51 22.65

COOD+ 98.80 4.30 99.53 0.40 98.02 6.52 97.90 5.96 98.64 4.09
COOD+ CL 93.91 25.44 99.89 0.17 82.57 72.97 52.56 93.99 85.83 42.57
COOD+ BC 96.49 8.67 74.27 61.38 97.53 5.68 95.71 10.95 90.43 22.98

Table 5.3: Effectiveness of our COOD and COOD+ models compared with the baselines on the
CSN-Java dataset.
Approaches

Out-domain+ID Misaligned+ID Shuffled-comment+ ID Buggy-code+ ID Overall (All OODs+ID)
AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓

Unsupervised

SCL+MSP 85.15 63.66 58.93 95.76 58.51 92.59 49.01 95.70 62.91 86.92

SCL+Energy 84.00 66.69 55.27 95.56 60.07 91.82 49.13 95.86 62.12 87.48

SCL+Maha 82.16 73.57 79.20 89.71 64.61 91.68 46.55 97.32 68.13 88.07

MCL+MSP 85.16 65.74 59.12 95.83 59.50 95.73 49.44 95.73 63.31 87.40

MCL+Energy 83.44 68.53 44.85 96.22 59.26 91.79 49.61 95.51 59.45 88.01

MCL+Maha 50.36 96.73 67.11 90.61 48.44 96.07 46.68 97.44 53.00 95.21

COOD 92.27 40.14 99.41 0.39 75.78 86.88 48.72 95.04 79.05 55.95

Weakly-supervised

EOE 99.49 1.59 88.83 62.12 98.71 3.58 92.27 25.51 94.82 23.22

CuBERT 82.59 62.23 49.38 95.25 50.14 94.93 67.97 94.82 62.53 86.80

COOD+ 99.29 2.79 99.56 0.81 97.05 9.43 91.11 20.88 96.75 8.48
COOD+ CL 93.73 23.76 99.65 0.31 83.24 78.14 50.12 95.53 82.47 47.96
COOD+ BC 98.67 3.92 64.55 78.89 95.35 10.17 94.09 14.40 88.16 26.86
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5.5 Experimental Results

5.5.1 RQ1: Unsupervised COOD Performance

In this subsection, we analyze the experimental results to assess the detection performance

of our unsupervised COOD model compared with the unsupervised baselines. According

to Table 5.2 and 5.3, we can observe that COOD outperforms all unsupervised baselines

on both CSN-Python and CSN-Java. Notably, COOD effectively detect out-domain and

misaligned OOD testing samples, while other unsupervised approaches only work for the

out-domain scenario. This is because COOD effectively captures alignment information

within (comment, code) pairs through a multi-modal contrastive learning objective with

InfoNCE loss and uses similarity scores between comments and code to detect OODs.

Specifically, COOD outputs low similarity scores for the out-domain data from TLCS by

additionally considering the knowledge gap difference in (comment, code) pairs between

ID and out-domain data. Also, as the misaligned scenario involves misaligned (com-

ment, code) pairs, their similarity scores are naturally low. In contrast, the unsupervised

baselines aggregate misaligned information into classification logits and rely on the con-

fidence of the ”aligned” class to detect OODs. As previously discussed in Sec. IV-C,

the contrastive losses [122, 252] used by them are not as effective for learning alignment

information, leading to inferior performance. Additionally, detecting token-level OOD in

shuffled-comment and buggy-code scenarios proves challenging without seeing OOD sam-

ples during training, as all unsupervised methods fail to detect these OODs.

5.5.2 RQ2: Weakly-supervised COOD+ Performance

We further investigate the performance of our weakly-supervised COOD+ method against

several weakly-supervised baselines on CSN-Python and CSN-Java. Table 5.2 shows that

weak supervision on a tiny amount of OOD data enables COOD+ (and EOE) to not only

address unsupervised COOD’s shortcomings in detecting finer-grained shuffled-comment

and buggy-code OODs, but also enhance performance for the out-domain scenario for CSN-
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Python. This improvement aligns with previous research [95, 123, 151] which enhances

OOD detection by complementing the downstream task objective with an complementary

discriminator operating to distinguish IDs from external OODs. While EOE slightly

outperforms COOD+ for the out-domain and shuffled-comment scenarios by utilizing the

prediction probabilities from one classification module, our COOD+, which combines the

BC and CL modules, delivers consistently high performance across all four scenarios,

resulting in superior overall performance. In addition, the BC module can be directly

adapted to the overall COOD+ framework without modifying the underlying learning

objective, but the outlier exposure-based methods (e.g., EOE) typically require additional

engineering (e.g., determining class-probabilistic distributions [95], boundaries for energy

scores [151]) to equip ML models with OOD detection abilities. Besides, the bug detection

method 2P-CuBERT can reasonably detect OODs, but its performance for the buggy-code

scenario is negatively impacted by the limited amount of training OOD examples.

On the CSN-Java dataset, our COOD+ also achieves the best overall performance com-

pared to all baselines, despite trailing slightly behind EOE for out-domain and shuffled-

comment OODs. While EOE has higher AUROC score than that of COOD+ for the

buggy-code scenario, it suffers from a high FPR95, indicating a higher margin of error for

OOD inference using a threshold of 95% ID recall. Moreover, similar to CSN-Python,

CuBERT fails to detect OODs effectively on CSN-Java either, likely due to the lack of

training examples. In summary, the superior performance of our COOD+ model results

from the interplay between the CL and BL modules, where contrastive learning captures

high-level alignment between NL-PL input pairs that is naturally suitable for out-domain

and misaligned OODs, while the OOD rejection classifier targets lower-level OOD in-

formation from shuffled-comment and buggy-code samples. Furthermore, by utilizing a

weakly-supervised contrastive learning objective that jointly optimizes for OOD detection

and the code search task, our method enables effective deployment of the code search

model in OOD environments, which will be further studied in Sec. VI-D.
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Table 5.4: Our COOD+ model with different encoders.

Encoders
CSN-Java CSN-Python

AUROC↑ FPR95↓ AUROC↑ FPR95↓
GraphCodeBERT 96.75 8.48 98.64 4.09

CodeBERT 95.42 10.27 98.59 4.20
UniXcoder 95.49 10.63 97.83 5.91

ContraBERT 96.19 9.32 98.25 4.76

5.5.3 RQ3: Weakly-Supervised COOD+ Performance with Different

Model Components and Encoder Backbone

In this subsection, we evaluate the effect of using only the CL (COOD+ CL) or the BC

module (COOD+ BC) against the proposed combined COOD+ model to illustrate how

COOD+ generalizes in four OOD scenarios. As shown in Table 5.2 and 5.3, COOD+ CL

performs well in the out-domain and misaligned scenarios, which is due to its ability to

effectively capture high-level (comment, code) alignment information. COOD+ BC excels

in the out-domain, shuffled-comment, and buggy-code scenarios, since it can learn lower-

level features from these types of OOD samples. While COOD+ BC maintains acceptable

OOD detection performance with high AUROC (>90%) and low FPR95 (<25%), the CL

module remains crucial for overall performance, since without it the overall performance

of COOD+ will drop below the EOE baseline. Moreover, removing the BC module has

a more negative impact on the OOD detection as COOD+ loses the ability to capture

the necessary lower-level OOD information for detecting shuffled-comment and buggy-

code OODs. Note that the standalone CL module performs better than the unsupervised

COOD overall, demonstrating that our proposed modification to the original CL objective

enhance OOD detection by leveraging the margin-based loss. Thus, the combined model’s

superior performance validates our design choices. That is, the combined scoring function

(cosine similarities from CL and the prediction probabilities from BC) is thoughtfully

designed to leverage the advantage of each module for high detection accuracy.

Moreover, we compare the detection performance of our COOD+ with various un-
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derlying NL-PL pre-trained encoder. Specifically, we compare our choice of GraphCode-

BERT [81] against other NL-PL encoders from the literature including its predecessor,

CodeBERT [72], and more recent ones such as UniXcoder [80] and ContraBERT [150].

As shown in Table 5.4, all encoders perform within a 1-2% difference, indicating that our

COOD+ framework is robust across different encoders. This demonstrates our frame-

work’s flexibility and effectiveness in detecting OODs when deploying various NL-PL

encoders for code-related tasks. Furthermore, we investigate key hyperparameters in

COOD+, such as m for margin-based contrastive loss and λ in the overall loss function.

The detailed results are available in our online appendix [233].

5.5.4 RQ4: Main Task Performance

We present the code search performance under the impact of OOD instances by using

GraphCodeBERT (GCB), COOD/COOD+, and the closest competitor EOE in Table 5.5.

As described in Sec. V-F, we use the official metric mRR and follow the same testing

scheme as the original GraphCodeBERT code search model for evaluation. From Ta-

ble 5.5, we first observe that our COOD/COOD+ achieves performance comparable to

GraphCodeBERT, while the EOE suffers from a significant reduction in performance, as

it reformulates code search as binary classification to gain OOD detection ability. This

reveals a critical trade-off between OOD detection and downstream task performance. To

further validate the importance of OOD detection for code search, we construct outliers

based on the CSN-Java and -Python testing dataset, respectively. Given that code search

aims to retrieve the most aligned code from a code corpus given an NL query, the outliers

are only sampled from three OOD scenarios: out-domain, shuffled-comment and buggy-

code, each replacing 5% ID data of the original testing set. We then show the results

when the dataset contains 15% OOD samples (i.e., 15% outliers), discard OOD samples

by filtering the testing set by ground-truth labels (i.e., Filtered-GT) or using various OOD

detection models (i.e., Filtered-OOD-model). Note that the Filtered-GT dataset is the

original CSN’s subset with 15% of ID samples removed.
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Table 5.5: Code search performance under the impact of OOD detection. Higher numbers repre-
sent better performance

Dataset Testing Subset GCB EOE COOD COOD+

CSN-Python

Origin 69.20 50.11 68.47 69.69
15% outliers 65.85 43.68 64.67 65.67
Filtered-GT 70.24 44.85 68.95 70.24

Filtered-OOD-model – 46.82 70.30 73.10

CSN-Java

Origin 69.10 46.29 68.85 69.46
15% outliers 64.99 37.77 64.86 64.54
Filtered-GT 69.12 38.94 69.36 69.93

Filtered-OOD-model – 39.33 71.02 73.18

According to Table 5.5, the performance of the original GraphCodeBERT code search

model drops by 4.84% and 5.95% ((69.10-64.99)/69.10) mRR when outliers are present

in CSN-Python and -Java, respectively. As a solution to this issue, our COOD/COOD+

detector recover the performance losses by identifying and filtering out the OOD sam-

ples without negatively impacting the model’s code understanding ability in code search.

Specifically, the code search performance of COOD/COOD+ on the Filtered-COOD/COOD+

dataset (70.30%/73.10% and 71.02%/73.18% on CSN-Python and -Java, respectively) is

comparable to or even better than GraphCodeBERT on the Filtered-GT dataset (70.24%

and 69.12% on CSN-Python and -Java, respectively). This slight improvement is probably

because our detectors filter out additional lower-quality testing samples that resemble out-

liers. Thus, our COOD/COOD+ detectors enhance the trustworthiness and robustness of

the GraphCodeBERT, since the model’s predictions become more reliable when encoun-

tering OOD data. Note that the original GraphCodeBERT is not equipped with the OOD

detection ability, so its corresponding cells for the Filtered-OOD-model in Table 5.5 are

left blank.
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5.6 Discussions

5.6.1 Analysis of the Overconfidence of MSP with Conformal Prediction

Given an OOD testing sample, ML models pre-trained on ID data are prone to predict

a higher MSP confidence score than the threshold and incorrectly identify it as an ID

sample [141, 146]. This overconfidence issue limits the effectiveness of OOD detection.

For NL data, this is caused by the spurious correlation between OOD and ID features

such as entities and syntactic structures [226, 251]. Such correlation also occurs in PL

data. For example, an OOD PL input with the syntactic structure “def ... if ... return

... else ... return ...” may receive an ID score if this pattern is commonly used in other

ID inputs. To overcome overconfident predictions, previous work explored techniques

such as temperature scaling [146], confidence calibration using adversarial samples [27,

141], or adaptive class-dependent threshold [226]. In contrast, our proposed COOD+

utilizes a weakly-supervised contrastive learning objective to take advantage of a small

number of OOD samples during training and prevent the alignment between OOD pairs.

Moreover, we adopt the binary OOD rejection module to discriminate the fused OOD

and ID representations. We further verify whether COOD+ overcomes the overconfidence

issue through the lens of Conformal Prediction (CP) [19].

Conformal Prediction (CP) involves post-processing uncertainty quantification tech-

niques that are model-agnostic, and provide statistical guarantees on the predictions of a

trained model [19]. The commonly used split CP technique first computes the noncon-

formity scores, which are OOD scores in our case, and class-dependent thresholds on a

calibration set independent of the training data. Then, it builds a prediction set for each

testing sample Cα(ttestl , ctestl ) satisfying the condition P (ytestl ∈ Cα(ttestl , ctestl )) ≥ 1 − α,

where α is a small error rate (e.g., 0.05) that the user is willing to tolerate. Here, this con-

dition guarantees that the true outcome is covered by the prediction set with probability

1 − α, which is also known as the CP coverage. When CP is applied to the OOD de-

tection scores, all scores have the same statistical guarantee, but better OOD scores will
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Table 5.6: Effectiveness of COOD+ compared to selected methods for overcoming overconfident
OOD predictions.

Methods
CSN-Java CSN-Python

Coverage↑ P-Set Size↓ Coverage↑ P-Set Size↓
MCL+MSP 97.03 1.891 95.00 1.834

COOD 95.66 1.593 95.81 1.576
COOD+ 95.31 1.077 95.35 1.010

give tighter prediction sets. Conversely, worse scores will give large and uninformative

prediction sets, which corresponds to ineffective OOD detection caused by overconfident

predictions.

In our experiment, we apply split CP by reserving 20% of the testing samples from

each testing dataset (CSN-Java and CSN-Python) for CP calibration, and construct the

prediction sets with tolerable error rate α = 0.05 on the remaining testing samples. To

assess how effectively COOD+ addresses the overconfidence issue, we compare its average

prediction set (P-Set) size (between 1 and 2 for binary predictions) with that of selected

baselines including MCL+MSP, the best performing approach using MSP OOD scores,

and our proposed COOD. As observed in Table 5.6, the proposed COOD+ achieves the

smallest prediction sets on both datasets. Specifically, the vast majority of prediction

sets obtained by COOD+ contain one value that is 95% statistically guaranteed to be the

true OOD label according to the CP condition, indicating the minimal overconfidence of

OOD scores. In contrast, the MCL+MSP method is prone to overconfidence, because it

produces large prediction sets (i.e., size 2) including both IDs and overconfident OODs.

Additionally, without utilizing OOD samples during training, COOD cannot effectively

prevent overconfident predictions. Note that in the CP context, although higher coverage

is desired, the main goal is to build the smallest prediction sets given the user-specified er-

ror rate of 0.05. Therefore, COOD+ is the most effective at overcoming the overconfidence

barrier despite its slightly lower coverage than that of MCL+MSP and COOD.
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5.6.2 OOD Detection with Large Language Models (LLMs).

It’s worth noting that transformer-based code models (e.g., GraphCodeBERT [81]) and

LLMs share the same underlying transformer architecture. Scaling up transformer-based

code models and training them on vast amounts of code data allows LLMs [183] to perform

a wide range of code-related tasks, making coding less labor-intensive and more accessible

to end-users. Since LLMs are transformer-based, they are also vulnerable to OOD data,

with potentially worse performance degradation due to error accumulation during auto-

regressive inference. Thus, identifying OOD samples is crucial to knowing when to trust

LLM outputs. Our proposed OOD code framework techniques can be applied to these

larger transformer-based code models, similarly as demonstrated in our experiments with

different encoders in Table 5.4.

5.6.3 Generalization of COOD/COOD+ to Other Code-related Tasks.

Our COOD/COOD+ framework can be applied for any code-related tasks, particularly

code understanding tasks, as long as their input consists of (comment, code) pairs. During

software development, developers often write comments following code snippets (meth-

ods/functions). Thus, from a realistic perspective, our framework can be generalized to

many code understanding tasks, such as clone detection and defect detection, beyond code

search. All that is needed is to determine the ID dataset and the out-domain data since all

four OOD scenarios are generally relevant to every code understanding task. For instance,

in clone detection, before checking whether two (comment, code) pairs are clones, we can

first input each pair into our framework (after dataset-specific training) to identify whether

they are OODs under the four scenarios designed in our benchmark. Unfortunately, the

currently available clone and defect detection datasets only include code without corre-

sponding comments. This is why we haven’t yet applied our framework to these tasks.

However, there is every reason to believe that our framework will be useful for these tasks

when more realistic bi-modal datasets are available in the future.
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5.7 Threats to Validity

5.7.1 Construct Validity

Our COOD/COOD+ framework uses data-driven techniques to synthesize OOD samples,

which may not fully reflect real-world SE scenarios. While we include diverse OOD sce-

narios, a pilot study with developers is necessary. Additionally, the reliability of our OOD

benchmark depends heavily on the quality of the OOD datasets used.

5.7.2 Internal Validity

Hyperparameter tuning impacts ML performance. For model fine-tuning, we kept the

GraphCodeBERT architecture unchanged due to feasibility reasons, but conducted abla-

tion studies with various model components, encoder backbones, and key hyperparameters.

5.7.3 External Validity

We conduct OOD detection experiments on two large-scale code search datasets. Although

our focus on Python and Java limits generalizability, experiments on these two languages

partially demonstrate that our approach is PL-agnostic.

5.8 Chapter Summary

We proposed two multi-modal OOD detection aproaches for code-related pre-trained ML

models; namely unsupervised COOD and weakly-supervised COOD+. The COOD merely

leveraged unsupervised contrastive learning to identify OOD samples. As an extension of

COOD, COOD+ combined contrastive learning and a binary classifier for OOD detection

using a small number of labelled OOD samples. To reap the benefits of these two modules,

we also devised a novel scoring metric to fuse their prediction results. The evaluation

results demonstrated that the integration of the rejection network and contrastive learning

can achieve superior performance in detecting all four OOD scenarios for multi-modal NL-
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PL data. Additionally, our models can be applied to the downstream SE task, achieving

comparable performance to existing code-related models.
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Chapter 6

Conclusion

This dissertation advocates for a paradigm shift in software engineering research and

practice toward embracing multimodal learning approaches that reflect the inherent di-

versity of software artifacts. By integrating multiple data modalities, including source

code, natural language documentation, GUI visuals, and structural dependencies, this

work demonstrates that software engineering tools can achieve significantly greater accu-

racy, robustness, and real-world applicability. This dissertation introduces and evaluates

three core systems that exemplify the potential of multimodal learning in advancing key

software engineering tasks.

First, Janus addresses the increasingly prevalent challenge of detecting duplicate

video-based bug reports in GUI-intensive mobile applications. By combining visual repre-

sentation learning, information retrieval, and adaptive frame alignment, Janus effectively

captures the visual, textual, and sequential patterns present in bug report videos. Evalu-

ated on a large benchmark comprising 7,290 duplicate detection tasks from 270 real-world

bug reports, Janus significantly outperforms existing techniques. Ablation and qualitative

analyses further highlight its ability to produce interpretable hierarchical GUI represen-

tations and to accurately localize relevant textual content.

Second, Athena tackles the critical task of change impact analysis. This technique

combines conceptual coupling, derived from deep semantic code embeddings, with struc-
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tural dependency information from program dependence graphs to enable precise impact

predictions, without relying on execution traces or historical change data. Evaluated on

a newly constructed benchmark of fine-grained bug-fixing commits, Athena achieves no-

table improvements over strong baselines: +10.34% in mean reciprocal rank, +9.55% in

mean average precision, and +11.68% in HIT@10. Its strength is particularly evident when

identifying impacted methods outside the query method’s class, illustrating its capacity

to model long-range semantic and structural relationships.

Third, this dissertation extends its contributions to address a broader challenge in

model reliability: specifically, the detection of OOD inputs in open-world settings. As

deep code models are increasingly deployed in practical development environments, the

ability to detect anomalous or unseen inputs becomes essential. To meet this need, we

introduce COOD and COOD+, the first multimodal OOD detection frameworks tailored

for code-related tasks. These techniques apply contrastive learning across both code and

natural language modalities and include OOD rejection modules that significantly mitigate

performance degradation in the downstream code search task.

Beyond the development of these individual systems, this work represents a broader

opportunity to rethink how we model and reason about software. By viewing code, text,

visuals, and structural relationships as interconnected perspectives rather than isolated

data sources, multimodal learning opens the door to more context-aware, interpretable,

and trustworthy software tools. In addition to technical contributions, this dissertation

introduces reusable benchmarks and methodologies that offer valuable infrastructure for

future research in this area. Looking forward, this research lays the foundation for expand-

ing the reach of multimodal learning in software engineering. Future directions include

refining the proposed techniques, extending OOD detection for broader software contexts,

and exploring new applications such as code generation, code summarization, and merge

conflict resolution. Ultimately, the long-term vision is to enable a new generation of intelli-

gent, adaptive, and reliable software engineering tools that support developers throughout

the full lifecycle of modern software systems.
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Ricardo Colomo Palacios, Roberto Verdecchia, Paramvir Singh, Yi-
hao Qin, Debasish Chakroborti, Willard Davis, Vijay Walunj, Hongjun
Wu, Diego Marcilio, Omar Alam, Abdullah Aldaeej, Idan Amit, Bu-
rak Turhan, Simon Eismann, Anna-Katharina Wickert, Ivano Mala-
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