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ABSTRACT

This paper presents group key distribution techniquesaige and
dynamic groups over unreliable channels. The techniquesosed
here are based on the self-healing key distribution metloih
revocation capability) recently developed by Staddon ef2A].
By introducing a novel personal key distribution technicins pa-
per reduces (1) the communication overhead of personaliags
distribution fromO(¢* log q) to O(t log ¢), (2) the communication
overhead of self-healing key distribution witlrevocation capabil-
ity from O((mt? 4 tm) log ¢) to O(mt log ¢), and (3) the storage
overhead of the self-healing key distribution witlhevocation ca-
pability at each group member fro@(m? log q) to O(m log q),
wheret is the maximum number of colluding group members,
is the number of sessions, agds a prime number that is large
enough to accommodate a cryptographic key. All these eauit
achieved without sacrificing the unconditional securitkey dis-
tribution. In addition, this paper presents two technigtrex al-
low trade-off between the broadcast size and the recoviyadi
lost session keys. These two methods further reduce theldast
message size in situations where there are frequent buttshnor
disruptions of communication and where there are long-team
infrequent disruptions of communication, respectively.
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1. INTRODUCTION

Wireless networks, especially mobile wireless ad hoc netsyo
are ideal candidates for communications in applicatiorch sas
military operations, rescue missions, and scientific engtions,
where there is usually no network infrastructure suppartsitua-
tions where there are adversaries who may want to interoejpva
interrupt the communication, security becomes one of thetm-
cerns. In particular, it is critical to make sure that theexdaries
cannot access or interrupt the wireless communicationgged if
they do, it is possible to recover from such compromiseskdyiic

A common way to ensure communication security is to encrypt
and authenticate the messages. In mobile wireless netwarks
sender may broadcast encrypted and/or authenticated gesssa
his/her team members, and only nodes with valid keys candzve
cess to and/or verify these messages. The remaining calien
how to distribute the cryptographic keys to valid nodes.

Theoretically, all techniques developed for secure grauprau-
nications in traditional networks (e.g., LKH [32, 33]) caa bsed
for key distribution in mobile wireless networks. Howevsgme
unique features of mobile wireless networks introduce nevbp
lems that have not been fully considered. First, nodes inilmob
wireless networks may move in and out of range frequentlg, an
sometimes be completely separate from the network. Moregove
the adversary may intentionally disrupt the wireless comica+
tion using various methods. Thus, techniques without taldrant
features, or those that use error correction codes in imaditways
(e.g., Keystone [34]) cannot fully address this problenpeegally
in large, dynamic wireless networks (e.g., military netkeocon-
sisting of mobile devices carried by soldiers, automati@pens,
sensing devices, etc.). Second, devices in mobile wireletsgorks
are typically powered by batteries. It will reduce the life¢ of
the batteries, and thus the availability of wireless deyjite adopt
some power-consuming techniques such as public key cmgtog
phy. Thus, not all of the existing techniques are suitabtddme
and dynamic wireless networks.

Among existing group key distribution techniques, two noelth
are potential candidates for large mobile wireless netaodelf-
healing key distribution [27] and stateless key distribat{20].
Self-healing key distribution allows group members to merdost
session keys, while stateless group key distribution gergroup
members to get up-to-date session keys (without recovéoisig
keys) even if they miss some previous key distribution mgssa



In this paper, we develop novel self-healing group key itigtr
tion schemes for large and dynamic groups over unreliakda-ch
nels based on the techniques proposed in [27], aiming aeasidr
ing group key distribution in highly mobile, volatile and side
wireless networks. By introducing a novel personal keyritigt
tion technique, we reduce (1) the communication overhegubnf
sonal key share distribution frof(¢* log ¢) to O(t log q), (2) the
communication overhead of self-healing key distributioithw-
revocation capability fron®((mt? + tm) log q) to O(mtlogq),
and (3) the storage overhead of the self-healing key digtab
with ¢-revocation capability at each group member froan? log q)
to O(mlog q), wheret is the maximum number of colluding group
membersyn is the number of sessions, apt a prime number that
is large enough to accommodate a cryptographic key. Allethes
sults are achieved without sacrificing the unconditionalisigy of
key distribution. In addition, we develop two techniqueatthl-
low trade-off between the broadcast size and the recoviyadi
lost session keys. These two methods address the situati@re
there are frequent but short-term disruptions of commuigicand
where there are long-term but infrequent disruptions of roomi-
cation, respectively.

The proposed key distribution schemes have several adyes)ta
which make these schemes very attractive for large mobite-wi
less networks. First, the proposed techniques are selilgead
wireless node can recover lost keys even if it is separated the
network when the keys are distributed. Second, the propestd
niques do not require heavy computation, and wireless noges
get or recover keys by passively listening to broadcast kslyid
bution messages. This is particularly important to devinasio-
bile wireless networks, which are typically powered by eaés.
Reducing the computation and active communication canifsign
icantly reduce the power consumption and prolong the tifetof
wireless devices. Third, the proposed techniques diserikeys via
true broadcast, conforming to the broadcast nature of @ssehet-
works. Finally, the proposed techniques are scalable tp laege
groups. The processing, communication, and storage cvestao
not depend on the size of the group, but on the number of compro
mised group members that may collude together.

Our contributions in this paper are as follows. The first, and
most fundamental contribution is the novel personal keridis-
tion scheme that allows efficient distribution of differdet shares
to different group members via a broadcast channel. Setased
on this technique, we develop an efficient self-healing kefridu-
tion scheme that requires less storage and communicaterhead
than those in [27]. Third, we further develop two ways to &adf
the self-healing capability with broadcast size, allowiegs com-
munication overhead in bandwidth constrained application

The rest of this paper is organized as follows. Section 2qmss
our model as well as notations to be used in this paper. Sectio
3 gives the details of our approaches. Section 4 reviewsimxis
techniques related to group key distribution. Section Schates
this paper and points out some future directions.

2. OUR MODEL

Communication Model. To focus on the key distribution prob-
lem, we adopt a simplified group communication model. We as-
sume that communication entities in a wireless network foroups
to control access to broadcast messages. There may be raare th
one group with certain relationships between them (e.gmbegs
of the captain group are also members of the soldier grouth-wW
out loss of generality, we will focus on the case of one granipss
itis necessary to discuss multiple groups. The lifetimewiraless
network is partitioned into time intervals calledssionsThe dura-

tion of sessions may be fixed or dynamic due to the change apgro
membership. There is one or sevegabup managershat are re-
sponsible for distributingroup (session) keys a large number of
authorizedgroup membersOnly group members with valid group
keys can broadcast authenticated messages to other grouiparse
and access encrypted broadcast messagesnfemay transmit

a broadcast message to the other group membersréceivers
directly, or indirectly through network components (ewireless
routers) or other group members.

Mobile wireless networks are usually highly volatile. Wass
nodes may move in and out of range frequently, and there is usu
ally no infrastructure support to guarantee reliable @ejivof mes-
sages. Thus, we dwotassume reliable communication in our sys-
tem; a message sent to a graupyor may notreach all the group
members.

Threat Model. We assume an adversary may passively listen
to, or actively insert, intercept and modify, or drop broagtanes-
sages. Our goal is to ensure the group manager can distgimuip
keys to group members as long as the group members canmet
of the broadcast messages. Certainly, our approach womk ifvo
the adversary completely jams the communication channelasy
sume there are other means to defeat signal jamming (ergadp
spectrum). Moreover, we consider the possibility that theeesary
may compromise one or more group members (e.g., by capturing
and analyzing the devices). Our goal is to ensure that onee de
tected, such group members will be revoked from the groug, an
the adversary has to compromise more thdevices to defeat our
approach, whereis a system parameter.

Notations. We assume each group member is uniquely identi-
fied by an ID numbet, wherei € {1, ...,n} andn is the largest ID
number, and denote the group membet/asAll of our operations
take place in a finite field,, whereq is a sufficiently large prime
number. Each group membg? stores a personal secigt C Fy,
which represents all information the group member may use-to
cover the session keys. We ug¢-) to denote the entropy function
of information theory [9]. We us&; to denote the session key that
the group manager distributes to the group members in segsio
andk; to denote the personal key of group member Note that
to enable the group manager to revékewhen necessary, we can-
not allow k; to be computed only fron$;. Instead,k; must also
depend on information distributed by the group manager.

The group manager distributes the session key among the grou
via a broadcast message. We iseto denote the broadcast mes-
sage, called theession key distribution messagdhat the group
manager uses to distribute the group session key duringpeess
We usez;,; to denote what the group membgf learns from its
own personal secref; and B;. We useR; to denote the set of
revoked group members in sessigrwhich contains all of the re-
voked members since the beginning of session key distabutVe
reserve the letterto represent the number of compromised group
members. We would like to develop techniques that are eagist
to adversaries who are able to compromigggoup members (or,
equivalently, the coalition of up torevoked group members).

Goals. Our general goal is to develop efficient and uncondition-
ally secure key distribution schemes for mobile wirelegsvoeks.
The resulting techniques should be able to tolerate theiletza-
ture of mobile wireless networks as well as compromise of pas
group members. We are particularly interested in practoid-
tions that can be deployed in the current or next generaticelegs
networks.

To further clarify our goals and facilitate the later presgion,
we give the following definitions.



DEFINITION 1. (Personal Key Distribution [27])Let ¢,i €
{1, ...,n}. Inapersonal key distribution scheriz the group man-
ager seeks to establish a new keye F;, with each group member
U, through a broadcast messaife

1. Dis a personal key distribution scheme if

(a) for any group membel;, k; is determined by5; and
B (i.e.,H(k;|B, Si) = 0),

(b) forany setB C {Uy,...,U,}, |B| < t,and anyU; ¢
B, the members irB are not able to learn anything
aboutS; (i.e., H (ki, Si|{Si' }v, es, B) = H(ks, Si)),
and

(c) no information on{k;};c1,...»n} is learned from ei-
ther the broadcast or the personal secrets alone (i.e.,
H(k1, .oy kn|B) = H(k1, ..., kn) =
H(k1, ..., kn|S1, ..oy Sn)).

2. D hast-revocation capabilityf given anyR C {U, ..., Un}
such that R| < ¢, the group manager can generate a broad-
cast B, such that for allU; ¢ R, U; can recoverk; (i.e.,

H (k;|B, S;) = 0), but the revoked group members cannot
recover any of the keys (i.€Z(k1, ..., kn|B, {Si }u, er) =
H(ki,...,kn)).

DEFINITION 2. (Session Key Distribution with-bit privacy)
Lett,i € {1,....,n}andj € {1,...,m}.

1. Dis a key distribution scheme withbit privacy if

(a) for any membet;, K; is determined by; ;, which in
turn is determined bys; and S; (i.e., H(K|zi,;) =0
andH(zi$j|Bj, Sz) = 0),

foranyB C {Ui,...,U,}, |B| < t,andU; ¢ B, the
uncertainty of the members 8 to determineS; is at
leastb bits (i.e., H(S:[{Sy }v, e, B1, ..., Bm) > b),
and

(b)

(c) what member#, ..., U, learn fromB; can't be deter-
mined from the broadcasts or personal keys alone (i.e.,

H(Zi$j|817 ceey Bm) = H(ZZJ) = .[Tl(i.’i,j|517 ceey Sn))

2. D hast-revocation capability if given anig C {Ux, ..., Un},
where|R| < t, the group manager can generate a broad-
castBB;, such that for allU; ¢ R, U; can recoverk; (i.e.,
H(K;|B;,S:) = 0), but the revoked members cannot (i.e.,
H(K;|B;,{Si"}v, er) = H(Kj)).

3. D is self-healing if the following are true for arty < j; <
7 <g2<m

(a) ForanyU; who is a member in sessiofisand j2, K;
is determined by the sefz; ;, , 2i,j, } (i.€.,
H(Kjlzi 5 %i.52) = 0).
(b) For any disjoint subset®,C C {Uu,...,U,}, where
[BUC| <t the sef{zy ;}u, eBi<i<i U
{211 j}vu, ecm>j>j, coNtains no information on the
keyK; (i.e.,
H(K;|{zv j} v, eBasi<i Uiz jtu,eom=i24)
= H(K;)).

Our Definition 2 is a generalization of the notion of sessiew k
distribution in [27]. The difference lies in item 1(b). Bottefi-
nitions are aimed at unconditional security. However, iseskey
distribution in [27] requires that any coalition of at masvalid

group members cannot gehy information about another mem-
ber’'s personal secret, while Definition 2 in our paper rezgithat
the uncertainty of such a coalition to determine another bezis
personal secret is at ledsbits. In other words, session key dis-
tribution in [27] doesn’t allow any information leakage, Wehour
Definition 2 allows certain information leakage as long as th-
certainty of the secret is at ledsbits.

As a side note, we found that Construction 3 in [27] doesni&ime
their criteria of session key distribution as claimed initfigheo-
rem 1. Assumé/; is the member that the coalition wants to attack.
Though it is shown in [27] that the coalition of at masgroup
members cannot get any information Gf's share on each indi-
vidual polynomial, the uncertainty of the personal seSietwhich
consists of a point on eachof? such polynomials, decreases when
the coalition receives the broadcast messages. This isibethe
session key distributed td; for each session remains constant in
multiple broadcast messages, and the coalition can getitheof
this key and a point on a polynomial for multiple polynomiafs
a result, the uncertainty of all the related shareS;iis determined
by the uncertainty of this session key. Nevertheless, @octsn
3in [27] still meets the criteria specified in our Definitionvih at
leastm log ¢-bit privacy.

Security properties of a group key management system have be
considered in the past [21,29]. These security propertiasist of
(1) group key secrecyhich guarantees that it is at least computa-
tionally infeasible for an adversary to discover any groap, K2)
forward secrecy which guarantees that a passive adversary who
knows a contiguous subset of old group keys cannot discaNer s
sequent group keys, (®ackward secregywhich guarantees that
a passive adversary who knows a contiguous subset of groigp ke
cannot discover preceding group keys, andkgy independence
which is the combination of forward and backward secrecy.

These security properties have been studied for group key ma
agement systems such as CLIQUES [28] and ELK [21]. However,
they are not sufficient in our framework, since each group bem
also has access to some secret information §.efor U;), which
is used to compute the group keys. In particular, forwardessc
doesn’t imply that the adversary cannot discover the sules#q
group keys if he/she further has the secret information kntywvn
to some past group members, and backward secrecy doesn't gua
antee that the adversary cannot discover the preceding dpeys
if he/she is further provided the secret information onlgwn to
some new group members. To clarify these requirements, twe in
duce the notions ofwise forward and backward secrecy

DEFINITION 3. (t-wise forward and backward secredygt
t,i €{1,..,n}andj € {1,...,m}.

o Akey distribution scheme guaranteewise forward secrecy
if for any setkR C {U1,...,U,}, where|R| < ¢, and allr €
R are revoked before sessignthe members iR together
cannot get any information about;, even with the knowl-
edge of group keys before sessjofi.e., H(K;|Bu, ..., Bm,
{Si}UT;ERy K1, ceey Kj71) = H(KJ))

e A key distribution scheme guaranteesvise backward se-
crecyif for any setR C {U,...,U,}, where|R| < ¢, and
all » € R join after sessiory, the members ik together
cannot get any information about’;, even with the knowl-
edge of group keys after sessigrii.e., H(K;|B1, ..., Bm,
{Sitvier, Kjt1, ..., Km) = H(K;)).

Note that¢-wise forward (backward) secrecy implies forward
(backward) secrecy. Thus, ensurifvyise forward and backward



secrecy guarantees forward and backward secrecy, keyendep
dence, and group key secrecy. Moreover, itis easy to seethae
forward secrecy also impligsrevocation capability.

3. EFFICIENT SESSION KEY DISTRIBU-
TION WITH REVOCATION

In this section, we present our techniques for self-heatieyg
distribution with revocation capability. Our techniquears with
a novel personal key distribution scheme, in which the comimu
cation complexity is onyO(¢ log ¢) to providet-revocation capa-
bility. We then apply this technique to develop an efficieay k
distribution scheme in Section 3.2, and then reduce itagtore-
quirement in Section 3.3. To further reduce the broadcassage
size, we propose two kinds of trade-offs between the selfiig
capability and broadcast message size in Section 3.4. The se
rity of these schemes is guaranteed through a number ofetimsor

2. Broadcast: Given a set of revoked group memberfs, =
{ri,r2,...,rw}, |R| < t, the group manager distributes the
shares oft-degree polynomialf(z) to non-revoked group
members via the following broadcast message:

B ={R}U{w(x) = g(z)f(z) + h(z)}, where the revoca-
tion polynomialg(z) is constructed ag(z) = (x —r1)(x —
72)e (T — Tw).

. Personal key recoveryf any non-revoked group memb@&y
receives such a broadcast message, it evaluates the polyno-
mial w(x) at point: and getsw(i) = ¢(4) f(¢) + h(z). Be-
causeU; knowsh(i) andg(i) # 0, it can compute the new
personal keyf (i) = -2

In Scheme 1, each non-revoked group menidgecan only re-
cover its own personal shaf¢:), since computing the personal key

of another non-revoked membgy; requires the knowledge of the

For space reasons, we only present the proof of Theorem 2. Thepersonal secrefh(j)} . The coalition of no more thatirevoked

proofs of the other theorems can be found in the full versithie
paper [16].

One limitation of these schemes is that self-healing keyidis
tion is restricted tan sessions. However, we note that the technique
that extends the lifetime of the methods in [27] is also ajgile to
ours. Due to space reasons, we do not discuss it in this paper.

3.1 Personal Key Share Distribution
The purpose of personal key share distribution is to distelb

members has no way to determine any sharg (@), because no
matter whatf (x) is, for any revoked group membé&t, , we have
h(i") = w(i'), which implies that anyf(x) is possible from the
knowledge of the coalition of the revoked group members.

It is noted that the degrees gfx), f(x) andh(z) arew, t and
2t, respectively. Ifw < ¢, after the broadcast afi(x), we actu-
ally disclosehat, hot—1, ..., hit+w+1 10 anybody who receives the
broadcast message. Fortunately, this information disododoes
not give the coalition of no more tharrevoked members any in-

keys to select group members so that each of the select (er non formation that they are not entitled to. This is guarantegdlieo-

revoked) group members shares a distinct personal key twéth t
group manager, but the other (revoked) group members (dssvel
the adversary) cannot get any information of the keys. Inagir
proach, the group manager broadcasts a message, and &llebe s
group members derive their keys from the message.

Our approach chooses a randomegree polynomiaf(x) from
F,[z], and selecff (i) to be the personal key share for each group
membetU;. The group manager constructs a single broadcast poly-
nomialw(x) such that for a select group memldér, f(i) can be
recovered from the knowledge af(z) and the personal secréf,
but for any revoked group membg&y, f(i') cannot be determined
fromw(x) andsS;.

Specifically, we construab(z) from f(z) with the help of ae-
vocation polynomiay(z) and amasking polynomiat(z) by com-
putingw(z) = g(z) f(x) + h(z). The revocation polynomiaj(x)
is constructed in such a way that for any select group meriiber
g(i) # 0, but for any revoked group membg4/, g(i') = 0. Each
group membet/, has its own personal sectg€t = {h(v)}, which
may be distributed by the group manager during setup viaghe s
cure communication channel between each group member and th
group manager. Thus, for any select group menithemew per-

sonal keyf (i) can be computed by(i) = “(—% byt for any

(1)
revoked group membé¥,,, new personal key cannot be computed
becausg(i') = 0. This scheme has the properties of unconditional
security and-revocation capability, which are guaranteed by The-

orem 1.

ScHEME 1. Personal key distribution witl-revocation capa-
bility. The purpose of this scheme is to distribute distsiares of
atargett-degree polynomialf (x), to non-revoked group members.

1. Setup:The group manager randomly pick@&degree mask-
ing polynomial,h(z) = ho + hiz + ... + ho:z®, from
F,[z]. Each group membédY; gets the personal secref; =
{h(4)}, from the group manager via the secure communica-
tion channel between them.

rem 1. In fact¢ + w degree is enough for the masking polynomial
h(z). However, at the setup stage, the group manager does not
know the exact number of revoked group members in a particula
session. Thus, a practical way to address this problem isdose

the degree oh(z) as2t.

THEOREM 1. Scheme 1 is an unconditionally secure personal
key distribution scheme withrevocation capability.

In the setup stage, each group membemeeds to store its ID
¢ and one share of the masking polynomidk). Thus, the stor-
age requirement in each group membeaDidog ¢). The broadcast
message consists of a set of no more thdbs and one2t de-
gree polynomial. Thus, the communication overhead for Behe
1isO(tlogq). This is a significant improvement over the scheme
in [27], in which the communication complexity @(t* log q).

3.2 Self-Healing Key Distribution with Revo-
cation Capability

The technique in Scheme 1 is an efficient scheme to distribute
personal key shares to select group members. Here we father
tend it to enable the group manager to distribute group @e&siys
to select group members, at the same time allowing group rasmb
to recover lost session keys for previous sessions. Thisigage
combines the technique in Scheme 1 with the self-healingpodet
in [27].

Intuitively, the group manager randomly splits each groeg-s
sion keyK; into two ¢t-degree polynomialg; (x) andg;(x), such
that K; = p;(x) + ¢;(x). The group manager then distributes
share; (i) andg; (i) to each select group membéy (via broad-
cast). This allows a group member that has hgtfi) andg; () to
recoverK;; by K; = p;(z) + g;(z). Thus, assuming there are
sessions, we can buil@n + 1) broadcast polynomials in session
j to distribute the shares ¢p: (z), ..., p; (), ¢; (x), ..., gm(x) } tO
all select group members. If a valldi receives the broadcast mes-
sage, it can recovefpi (i), ..., p;j(i),q; (), ...,gm (i)} and com-



pute session keX; = p; (i) + ¢;(¢). But the revoked group mem-
bers get nothing about the corresponding keys from thiscmanst
message. Furthermore, if a select group menihereceives ses-
sion key distribution messages in sessignsind j2, wherej; <

Jj2, but not the session key distribution message for segsiwhere

Jj1 < j < ja, it can still recover the lost session k& by first re-
coveringp; (i) andg; (i) from the broadcast messages in sessions
Jj2 andji, respectively, and then computidg; = p; (%) + ¢; (7).

ScHEME 2. Self-healing session key distribution scheme with
t-revocation capability.

1. Setup The group manager randomly picks - (m + 1)
2t-degree masking polynomials frof,[z], which are de-
noted as{hi;(z)}i=1,...,m,j=1,...,m+1. EachU, gets its
personal secretS, = {h; ;(v)}i=1,...,m,j=1,...,m+1, fromM
the group manager via the secure communication channel
between them. The group manager also pigkgandom
session keys{ K }i=1,....,m C Fy andm randomt-degree
polynomialsp: (), ..., pm () from F,[z]. For eachp;(z),
the group manager construcis(z) = K; — pi(x).

2. BroadcastIn the j* session key distribution, given a set of
revoked member IDS}; = {r1,72,..., 7w, }, |Rj| = w; <
t, the group manager broadcasts the following message:

Bj={R;}
UA{Pji(z) = gj(@)pi(z) + hji(x) i=,....5
U{Qj.i(x) = gj(z)qi(z) + hjiv1(x) }izj,....m,

whereg;(z) = (x — 71)(z — r2)...(T — 7w, ).

3. Session key and shares recovéfyhen a non-revoked group
memberU, receives thej*" session key distribution mes-
sage, it evaluates the polynomid!®; ; (z)}i=1,...,; and
{9j,i(z) }i=j,...,m at pointv, recovers the sharep: (v), ...,
p;j(v)} and {g;(v),...,qm(v)}, and computes the current
session key byX; = p;(v) + g;(v). Then it stores all the
items in{p1(v), ..., p;—1(v), Kj, ¢j+1(v), ..., qm(v)} that
it doesn’t have.

4. Add group members When the group manager wants to
add a member starting from sessignit picks an unused
ID v € Fy, computes alh; 1 (v) }i=j,....m,k=j,...,m+1, and
gives{v, {hi k(v) }i=j,...,m,k=j,....m+1} t0 this group mem-
ber via the secure communication channel between them.

A requirement of Scheme 2 is that the sets of revoked group
members must change monotonically. Thaths, C R, for
1 < j1 < j2 < m. Otherwise, a group member that is revoked
in sessiony and rejoins the group in a later session can recover the
key for sessiory, due to the self-healing capability of Scheme 2.
This requirement also applies to the later schemes. Schems 2
the properties of unconditional security, self-healihgevocation
capability,t-wise forward secrecy andwise backward secrecy, as
shown in Theorems 2 and 3.

THEOREM 2. Scheme 2 is an unconditionally secure, self-
healing session key distribution scheme withog g¢-bit privacy
andt-revocation capability.

PROOF. We need to prove that Scheme 2 satisfies all the condi-
tions listed in Definition 2.

1. (a) Session key recovery is described in step 3 of Scheme 2.

Thus,H(Kj|Bj, Sz) = H(Kj|zi$j) =0.

(b) For anyB C {U,...,Un}, |B| < t, and any non-
revoked membet/, ¢ B, we show that the coalition aB
knows nothing about,,. First, we have{h; ;(v) = P;i(v)—

95 ()pi(v)}i<j {hjit1(v) = Qj.i(v) — g;(v)qi(v) }iz;)
{pi(v) + qi(v) = K;}i=1,...,m. Since allP;;(v), Qj,:(v),

K; and g;(v) are known values after the broadcast of all
{Bi1, ..., Bm}, we have

H(Svl{sil}Ui/EB7 317 “eey Bm)
= H({hj,i('U)}j:1,4.4,m,i:1,,4,,m+1|{S»L'/}Ui,EB, Bl: ) B’m)
= H({p’b(v)7 qi(v)}izlw»»'m'{si/}Ui/ €B; Bl: ) B’m)
= H({pi(v)}izl,“wm|{Si’}Ui/ €B, 817 ceey Bm)
Second, we randomly pick aflp;(v)}i=1,....m. Because the
coalition of B knows at most points on eackp; (z) }i=1,...,m,
we can construcfp;(z)}i=1,..,m based on Lagrange inter-
polation on these points. Thus, we constr{igi{z) = K; —
Pi(@)}i=1,...om, {R].i(2) = Pja(z) — g (2)pi(z)}ic; and
{hjiv1(x) = Qji(x) — gj(x)qi(x)}i>;. We can easily
verify that the following constraints, which are all the ke
edge that the coalition a8 knows.

() {pi(z)+ q¢i(z) = Ki}iz1,....m
(i) {g;(@)pi(z) + hji(x) = Pji(x)}is,
(iii) {g](x)q;(x) + h;‘,i+1(fﬂ) = Q;i(z) }ix;
(iv) YUy € B, {h};(i'") = hji(i') }j=1,....m,i=1,..,m+1.

Since{pj(v)}i=1,....m are picked randomly, we have

H({pi(v)}izl,m,mHSi’}Ui/ €B, 817 E) Bm)
= H({pi(v)}i=1,...m).

ThUS,H(SUHSi/}Ui,EB, B1, ceny Bm) :H({pi(v)}izl,m,m)
=mlogq.

(c) Since{pi(x) }i=1,....m and{h;,i(z) }1<i<m,1<j<m+1 Are

all randomly picked,z;,; = {p1(¢), ..., p; (), q; (%), ...,

gm (1)} cannot be determined only by broadcast messages or
personal keys. It follows thalf (z;,;|B1, ..., Bm) = H(zi,5)

= H(Zi’j|S1, ceey Sn)

. Assume a collectiorR of ¢ revoked group members col-

lude. The coalition ofR knows at most points ong;(z)
and nothing orp;(z) before the broadcast df;. Based
on Lagrange interpolation, we randomly construct a poly-
nomial ¢} (z) from theset points. Then we randomly pick
K7}, and construcp’;(z) = Kj — ¢j(x) and b ;(z) =
P;.5(x) —g;(x)p}(x). After the broadcast df;, we can ver-

ify that g; (x)p’; () + h} ;(x) = Pj,;(x). Moreover, for any
Uy € R, q;(i") = q;(¢') (from the construction of (x)).
Sinceg;(i') = 0, hj;(i') = Pj;(i') — g;()pj(z) =
P;.;(i") = h;;(i"). In addition, sinceX’; is randomly cho-
sen, any value is possible from what the coalition knows
aboutKj. Thus,H(Kj|Bl, ey Bj7 {Si’}Ui/ ER) = H(KJ)

. (a) From step 3 of Scheme 2, for albiy that is a member in

sessiong; andjq (1 < j1 < j < j2 < m), U; can recover
{p1(2), s 21 (4), @51 (4), 0, 45 (4), s g (8) } @NA{p1 (2), ...,
p;i(2), .., pjs (1), Gjy (2), ..., gm (i) }, and recoveK; by com-
puting K; = p; (i) + q; (). Thus,H (Kj|zi,j, , 2i,j5) = 0.
(b) For any disjoint subset®,C c {Ux,...,U,}, where
|BUC| < tandl < j1 < j < ja2 <m, {2 ;}u, eB1<i<i



contains{q; (i)} v,en, and the sefzy ;}u,, ec,m>j>j, CON-

tains{p, (¢) }u,cc. Thus, for sessio, the coalitionB U C

knows at mostB| points ong; (z) and|C| points onp;(z).

Because;(z), ¢;(z) are twot-degree polynomials and@3 U

C| < t, the coalition of B U C' cannot recover;. That

is, H(K; {2 ;}v, eBaci<in Uz tu, com>izin) =
K;).

THEOREM 3. Scheme 2 has the properties tefvise forward
secrecy and-wise backward secrecy.

The storage requirement in Scheme 2 comes from two parts.
First, at the setup step, each group member is required it e
personal secret, which occupies(m + 1)log ¢ memory space.
(Note that the group members that join later need to storg les
data.) Second, after receiving the session key distributiessage
in sessiory, each group membér, need store the session k&
and {¢;(v)};7e(j+1,....m}. The latter is necessary to recover fu-
ture lost session keys. This takes at masliog ¢ memory space.
Hence, the total storage overhead in each group member igsit m
m(m + 2)logq.

The broadcast message in step 2 consists of the set of IDs of

all revoked group members arjch + 1) 2¢-degree polynomials.
Since we only require the uniqueness of the ID of a partiayianp
member, the member IDs can be picked from a much smaller finite
set thanFy,. Further considering that the number of revoked IDs
will never be greater than, we can omit the overhead for stor-
ing or broadcasting the revoked member IDs. Thus, the besadc
message size can be simplifiedte + 1) (2t + 1) log g, which al-
most reaches the lower boundaz{t> log ¢, mtlog ¢} presented

in [27].

3.3 Reducing Storage Requirement

In Scheme 2, the storage overhead in each group member is

O(m?*log q). The majority of this storage overhead comes from
the personal secret that each group member has to keep, ighich
determined by the number of masking polynomials.

By carefully evaluating the broadcast messages in scheme 2,
note that eaclp; (z) is masked by different masking polynomials
(i.e.,{hj,i(z)};=i,...m) in different sessions. Though having mul-
tiple masking polynomials seems to make it more difficultttack,
it does not contribute to the security of this scheme.

Indeed, having one masking polynomial for eagl) is suffi-
cient to protecip;(x) and its shares in our scheme. In Scheme 2,
the purpose of the broadcast polynomjalz)p;(z) + h; :(x) is to
make sure that all non-revoked members in sesgioan recover
one share om;(x), but all revoked members cannot. Consider a
givenp;(x). The members who are valid in sessiobut revoked
aftersession are expected to compute their sharegpgn). (Even

discussed earlier. Second, it is easier to prevent latexchdcbup
members from accessing shares of eaiigr:), since the group
manager already knows which group members to deal with.rn pa
ticular, the group manager doesn’'t need to use any revolohg p
nomial, but just need to keep the shares of the masking poliaie
for {pi(z)}i=1,...,; away from the group members added after ses-
sionj. Thus, the broadcast polynomial in Schemé@,(x)q: (x)+
hj,iv1(x) }i=j,...,m, can be replaced withg; (z) + fi () }i=j,...,m,
where{ fi(z)}i=;,...m } is a set of randon-degree polynomials.
Based on the above discussion, we propose Scheme 3 to re-
duce the storage requirement in each member fédm? log q)
in Scheme 2 t@(mlog q).

ScHEME 3. Improved self-healing session key distribution
scheme with-revocation capability.

1. Setup The group manager randomly picks2¢-degree mask-
ing polynomials{h;(x)}i=1,....,m, andm ¢-degree polyno-
mials, { fi(x) }i=1,....m, from F,[z]. EachU, gets its per-
sonal secretS, = {h;(v), fi(v)}i=1,...,m, from the group
manager via the secure communication channel. The group
manager also picks: random session keysK; }i—1,....m C
F, and m random¢-degree polynomialg:(z), ..., pm(x)
from F,[z]. For eachp;(x), the group manager constructs
qi(z) = Ki — pi(z).

. BroadcastIn the j** session key distribution, given the sets

of revoked member IDs for sessions in and before segsion
R, = {7'177’27---77’101;}1’:1 ,,,,, g Where|Ri| =w; <t for

i = 1,...,4, the group manager broadcasts the following
message:

,,,,,

B;i={R;i}i=1,....; U{Pi(z) = g:(z)pi(x)
U{Qi(2) = ¢i(x) + fi()}i=;

whereg;(z) = (z —r1)(x — r2)...(x — rw,;), 1 <7 < .

-----

. Session key and shares recovajhen a non-revoked group
memberU, receives thej*" session key distribution mes-
sage, it evaluate§P;(x)}i=1,....; and {Q;(x) }i=j,...,m at
point v, recovers the share$p:(v),...,p;(v)} as well as
{q; (v),...,qm(v)}, and then computes the current session
keyK; = p;j(v)+q¢;(v). Itfinally stores the items ifip1 (v),
vy Di—1(v), Kj, qj+1(v), ..., gm(v)} that it does not have.

. Add group membersNhen the group manager adds a group
member starting from sessign it picks an unused I €
F,, computes alfh; (v) }i=j,....m and{ fi(v) }i=j,...,
gives{v, {hi(v)}i=j,....m, {fi(v) }i=j,...,m} tO this group
member via the secure communication channel between them.

if such revoked members may lose the broadcast message-in ses

sion 4, they can still recover the corresponding key and shares if
they somehow get a copy of that message later.) Therefoi®, it
unnecessary to protect the samér) multiple times with different
masking polynomials. In other words, once a broadcast pohyal
gi(z)pi(x) + hs,i(x) is constructed in sessianthe group manager
may reuse it for the remaining sessions. This implies thaheesl
only one masking polynomial for eagh(z). As a result, the total
number of masking polynomials fdp;(x)}:=1,....m, and thus the
number of personal shares that each group member has tofeep a
both reduced.

Similarly, the number of masking polynomials for eagfix)

Though Scheme 3 requires less storage than Scheme 2, it still
retains the nice security properties such as unconditiseelirity
andt-wise forward and backward secrecy, as shown in Theorems 4
and 5.

THEOREM 4. Scheme 3 is an unconditionally secure, self-
healing session key distribution scheme witHog g¢-bit privacy
andt-revocation capability.

THEOREM 5. Scheme 3 has the properties tefvise forward
secrecy and-wise backward secrecy.

can also be reduced. First, in Scheme 2, the members that join During the setup stage, each group member needs to store one

in or before session are expected to compute all their shares on
qi(x), ..., gm(x). Thus, we can reuse the masking polynomials as

share of each of the masking polynomials, which totally gcu
2mlog q space. Moreover, in order to recover from message loss,



each member needs to store one share (out of the two shares) of (a) for any session, wheremaz(j — 1+ 1,1) < 51 < j <

each session key, or the session key itself if it has botheshar
which totally requirem log g space. Hence, the overall storage
overhead in each member is at m8st log ¢, which is much less
thanm(m + 2) log ¢ in Scheme 2.

The broadcast message in sesgi@monsists ofj revocation sets
{Ri}i=1,....; andm + 1 polynomials. SinceR; C R, C,...,C
R,, and|R,,| < t, we can use a one-dimensional array wjitle-
ments to indicate the number of revoked members in eachosessi
In other words, we can represent &R; };—1,...; by R; and this
array. In addition, the member IDs can be picked from a small fi
nite field. Therefore, we can ignore the communication avach
for the broadcast of all those revocation sets here. Thasibad-
cast size in sessiofis ((m + j + 1)t +m + 1) log ¢, which is a
little smaller than that in Scheme 2. The reason is that thesgeof
polynomials{Q;(x)};=1,...,m is reduced fron2t to t. The largest
broadcast size (wheh= m)is ((2m + 1)t + m + 1) log q.

As we discussed earlier, in Scheme 3, if a revoked group mem-
ber doesn’t receive a broadcast message before it is revibkealy
recover the corresponding session key by receiving breadeas-
sages after it is revoked. This doesn't introduce securdplem,
since the revoked member is entitled to that informationweleer,

such a revoked member cannot do the same thing in Scheme 2 un-

less it gets the lost broadcast message, because diffeesking
polynomials are used in different sessions. This is thesdifice
between Scheme 2 and Scheme 3.

3.4 Trading Off Self-healing Capability for
Less Broadcast size
In our previous schemes, each key distribution messageaiosnt
redundant information for all the othes — 1 sessions. However,
in certain situations, having redundant information fdrtla¢ ses-

sions may be unnecessary and consume too much bandwidth. For

example, when there are only short term communicationrtzsiu
which are never longer than a fraction of thesessions, it is only
necessary to include redundant information to preparenfontax-

imum number of such sessions. As another example, when there

are relatively long term but infrequent communicationuegls, al-
ways preparing for such failures may generate more-thaessary
overhead.

In this subsection, we study two possible ways to furtheuced

the broadcast message size based on the above observation. O

first technique is targeted at possibly frequent but shom om-
munication failures. We assume that after a group membeives

a broadcast key distribution message, it takes no morelithamh
sessions for it to receive another one, where 1 << m. The
basic approach is to introduce a “sliding winddveb that only re-
dundant information for the sessions that fall into this daw is
broadcasted. The key distribution message in each sessioés
the recovery information on the current session key andeshair
the previous and the futude— 1 session keys. The valid member
can recover any lost key in the sessions between two suatlgssf
received key distribution messages.

Obviously, with the “sliding window” technique, we cannat-e
sure the same self-healing property as in our previous sefem
the following, we extend the notion of self-healingtsession self-
healing to clarify the capability of the new scheme.

DEFINITION 4. (I-session self-healing) Leét: € {1,...,n} and
4,1 € {1,...,m}. Disl-session self-healini

1The term “sliding window” was also mentioned in [27]. Howeve
no specific technique has been presented there.

j2 < min(j + 1 — 1,m), and anyU; who is a member in
sessiong; andjs, K is determined by the se€ftz; j, , 23,5, }
(i.e., H(Kj|zi,j, zi5,) = 0), and

(b) for any session, wherel < j; < j < j2 < m, and any
disjoint subset®, C' C {Uu, ..., U, } where| BUC| < t, the
set{zy ;}u, eB1<i<iy U2 5} U, ecim>i>4, CONtAINS NO
information onKj (i.e.,

H(K;[{z j}v, e 1<i<iy Wz v, e m=izi)

= H(K;)).

Based on the above discussion, we develop the followingsehe
to trade off self-healing capability with broadcast size.

SCHEME 4. Session key distribution withrevocation capabil-
ity for short term communication failures. Tlsetupand adding
group membersteps are the same as Scheme 3.

e BroadcastIn the j** session key distribution, given the sets
of revoked member IDs for sessions in and before session
j! R, = {7”1,7”2, cey T’LUi,}i:maz(ij»l,l),m,jv Where|R’i| =
w; < tfori=maz(j —1+1,1),..,7, the group manager
broadcasts the following message:

Bj = {Ri}i:maz(]’fbkl,l)
U{Pi(z) = gi(x)pi(x) + hi(2) }izmaz(j—1+1,1)
U{Qi(x) = qi(x) + fi(x)}izy,... min(i+i—1,m)

whereg;(z) = (x — 1) (z — r2)...(x — Tw, ), maz(j — 1 +
1,1) <i <.

Session key and shares recovafjhen a non-revoked group
membelU, receives thg*" key distribution message, it first
evaluates the polynomial§P;(z)}i—max(j—i+1,1,...,; @and
{Qi(x)}i=j,....min(j+i—1,m) @t pointwv, then recovers the
Shares{p'maw(jfl+l,1)(v)7 ey Pj (U)} as well as{qj (’U), ceey
dmin(j+1—1,m)(v)}, and computes the current session key
K; = p;j(v) + g;(v). Finally, the membel/, stores the
items in{p'maw(jfl+l,1)(v)7 ey pjfl(U),Kj, qj+1(v)7 ey
Qmin(j+1—1,m) (v)} that it does not have.

THEOREM 6. Scheme 4 is an unconditionally secursgession
self-healing session key distribution scheme wiithog g-bit pri-
vacy and-revocation capability¢-wise forward and backward se-
crecy.

In Scheme 4, the size of personal secret in each member is at
most2m log ¢. In addition, it needs additioné2! — 1) log ¢ mem-
ory space to store the session key and shares. Thereformtdhe
storage overhead is at ma&m + 21 — 1) log g. The broadcast
message consists bPt-degree polynomials arid-degree polyno-
mials, which occupie$(3t + 2) log ¢ in the communication band-
width.

Our second technique is aimed at situations where therehre r
atively long term but infrequent communication failurespesif-
ically, we assume that each group member can receive atdeast
consecutive broadcast key distribution messages, andsadt@up
member receives a broadcast key distribution messagdei tzo
more than(! — 1)d sessions for it to receive another one.

Intuitively, the second technique is to selectively in@ulde same
amount of redundant information from a large “window” of ses
sions (i.e.2(l — 1)d + 1 instead of2l — 1 sessions) in each key
distribution message. Specifically, the group managerspaie
from everyd consecutive sessions in a particular window of ses-
sions and includes key shares for those selected sessitireskey



distribution message. In other words, the recovery infaionafor
a particular session key is evenly distributed among a langeber
of sessions. Given the window si2él — 1)d + 1, the key dis-
tribution message for sessigmwill contain key shares for sessions
j—(-1)d,j—(1-2)d,...,j—dandj+d, j+2d, ..., j+(1—1)d.
Thus, anyd consecutive session key distribution messages contain
shares of the previous and the futffe- 1)d sessions. A group
member may not find the necessary information to recover a par
ticular session key in one key distribution message; howeétvis
guaranteed to find one in the nekt- 1 key distribution messages.
In general, this idea is to trade off the key recovery delahwhe
number of recoverable sessions.

Scheme 4 can be viewed as a special case of this technique (whe
d = 1). To clarify the self-healing capability of this new techue,
we generalize Definition 4 into the following notion dfd) self-
healing.

DEFINITION 5. ((I,d) self-healing) Lett,: € {1,...,n} and
4, l,d € {1,...,m}. Dis (l,d) self-healingf

(a) for any sessiory, wheremax(j — (I — 1) - d,1) < j —
jird<j<j+je-d<min(G+({-1)-d,m), and
any U; who is a member in sessiofis- j1 - d andj + jo -
d, K; is determined by the se{z; j—j, .a, zi,j+jq-a}; (i-€.
H(K;|2i,j—jy-d; i,j+j2-a) = 0), and

(b) for any session, wherel < j1 < j < j2 < m, and any
disjoint subset®, C' C {U\, ..., U, } where| BUC| < ¢, the
set{zy ;}v, eB1<i<i Uz j}u, ecmzi>;, contains no
information onk; (i.e.,

H(K;{zi j} vy esii<i<i Hzvjlu,eoimzi>i)
= H(Kj)).

The scheme built on the above idea is a natural generalizafio
Scheme 4.

ScHEME 5. Session key distribution withrevocation capabil-
ity for long term but infrequent communication failures.eBetup
andadding group memberteps are the same as in Scheme 3.

e BroadcastLet Ggf ={j —i-d}o<icmin(i/d,) andG;? =
{j + i dYo<icmin((m—s)an- Inthej™ session key dis-
tribution, given the sets of revoked member IDs for sessions

in and before sessiof, R; = {ri,72, ..., "w,; };eqr, Where
J

|Ri| = w; < tfori € G%, the group manager broadcasts
the following message:

Bj={Ri}iccr U{Pi(x

9i(@)pi(x) + hi(2)}iear
V{Qi(z) = gqi(x) + fi

)=
6i(@) + fi(@)}icon
whereg;(z) = (z — 1) (z — r2)...(x —rw,;), 1 € GY.
Session key and shares recovafyhen a non-revoked group
memberU, receives thej*" session key distribution mes-
sage, it evaluate§P;(z)};cqr and {Qi(x)};cqe at point
J J

v, recovers the sharegp;(v)};cqr and {¢:(v) };eqe, and

J J

then computes the current session k&y= p;(v) + g, (v).
It finally stores the items ifp;(v)};cqr and {¢;(v)};cqa

J J
that it does not have.

THEOREM 7. Scheme 5 is an unconditionally secuig]) self-
healing session key distribution scheme witHog g-bit privacy
andt-revocation capability{-wise forward and backward secrecy.

From the broadcast step in Scheme 5, it is obvious that the com
munication overhead of this generalized scheme is the same a
Scheme 4. Since the group member needs to buffer the key and
shares oR2(l — 1)d + 1 consecutive sessions, the total storage over-
head is(2m + 2(I — 1)d + 1) log q.

Generally, the above two extensions (Scheme 4 and Scheme 5)
allow small key distribution messages, which are indepehdé
the total number of sessions. The choice of window size difpen
mainly on the network environment. Thus, it is possible teeha
a large number of sessions and still have a reasonable lastadc
message size and self-healing capability. Nevertheleestorage
overhead in each member still limits the total number ofisass

A special case of these two scheme is torlet= ¢, and have
the group manager update session keys if and only if at lewst o
compromised member is detected. On the one hand, itis pessib
cover a long network lifetime. On the other hand, the comiseth
member can be revoked immediately. This customization neay b
suitable for the applications that cannot afford a large Ipemof
sessions, but still want to cover a long period of time.

3.5 Comparison with Previous Self-Healing
Methods

In this subsection, we give a simple comparison betweenrBehe
3 and Constructions 3 and 4 presented in [27]. Since Scheared 4
5 are mainly about trade offs between self-healing capgtald
broadcast message size, we do not include them here. Ndte tha
the technique used in the long-lived construction (Corsion 5)
in [27] is also applicable to our schemes. Thus, we do notidens
it here either.

Table 1 summarizes the comparison between these three self-
healing key distribution methods. We uég to denote Construc-
tion 3in [27], which is the basic unconditionally securd-$edaling
scheme withi-revocation capability, and’, to denote Construc-
tion 4 in [27], which is the less broadcast size varianCgf Note
thatCy reduces the broadcast size by sacrificing the unconditional
security property of”'s (for computational security). In contrast,
Scheme 3 proposed in this paper reduces the communicatébn an
storage overhead without sacrificing any security propefiypm
Table 1, it is easy to see that our scheme has less commumicati
and storage overhead than both constructions in [27]. Eifydur-
ther shows the possible values fer andt given a maximum of
64KB packet siz& Obviously, our scheme allows more sessions
and can deal with more colluding users under the same conditi

4. RELATED WORK

Early approaches to group key management (e.g., Group Key
Management Protocol (GKMP) [12]) rely on a group controller
which shares a pairwise key with each group member and dis-
tributes group keys to group members on a one-to-one baseser
approaches cannot scale to large groups.

To address the scalability problem, lolus organizes theioast
group into a hierarchy of subgroups to form a virtual secuotm
ticast group [18]. The group hierarchy can be used for bodiugr
communication and distribution of group keys. Wallner e{32]
and Wong et al. [33] independently discovered the Logical He
erarchy (LKH) (or Key Graph) approach. In this approachiviiad
ual and auxiliary keys are organized into a hierarchy, wieareh
group member is assigned to a leaf and holds all the keys fiom i
leaf to the root. The root key is shared by all group membets an

The values forC3 andCy are slightly larger than those given in
Figure 3 in [27]; we compute the values purely from the foranul
given in Table 1 for the purpose of fair comparison.



Table 1: Comparison between different self-healing key disibution schemes.

Cs3 Cy Scheme 3
Communication overheadl (mt2 + 2mt +m)logq | (3mt +t> +2m +t)logq | @mt + m+t+1)loggq
Storage overhead (m? + m)logq (m? + m)logq 3mlogq
Self-healing Yes Yes Yes
Security unconditional computational unconditional
Revocation capability Yes Yes Yes

Possible values of m and t with 64KB packet size

i_\-\:%

10 30 90

[—#—c3 —m—c4 —a—scheme3]

50
t

70

Figure 1: Possible values ofn and ¢ for different self-healing
key distribution schemes, which are the areas under the cor-
responding lines. Assume thaiy is a 64-bit integer. C4 can
only guarantee computational security, while the other twacan
guarantee unconditional security.

thus used as the group key. A rekey operation in LKH requires
2log, n messages, whereis the number of group members.

A number of techniques have been proposed to improve the LKH
approach. Canetti et al. reduce the number of rekey messages
log, n using a pseudo-random generator [7]. Keystone uses For-
ward Error Correction to reduce message loss, and empléyaatn
based re-synchronization to help group members recovekéys
[34]. Periodic (or batch) rekey was proposed to reduce tkeyre
cost for groups with frequent joins and leaves [15, 25, 35, /8bre-
over, several issues about scalable and reliable diswibaf group
keys have been thoroughly studied, including how to deteemi
where to add, delete or update keys in a key tree (for indalidu
batch rekey) [15, 19, 35, 36] and how to efficiently place gptd
keys in multicast rekey packets [35, 36]. A few other vaoas
of LKH were also proposed, including associating keys wihhe
level in the key hierarchy (instead of each node) [8], corilgja-
ary LKH+ (i.e., key tree with degree) with unicast-based rekey
to trade-off between communication and storage cost [2%]ed-
tralized management of group keys [23], One-way Functi@e3r
(OFT) [1], and ELK which inserts key verification informatiinto
data packets to help recover lost group keys [21].

The above methods need at le@gtog n) computation and com-
munication to remove a member. In contrast, MARKS only re-
quires constant computation by distributing seeds of grceys
with Binary Hash Tree (BHT) and its variations [6]. However,
MARKS only works if the duration that a member stays in the
group is known when the member joins the group. In [2], Bareer]
and Bhattacharjee proposed to organize group membersiffee d
ent levels of clusters, in which the cluster head can comoat@i
with cluster members via both unicast and multicast. Bytimgi
the size of each cluster and isolating the changes to thedettus-
ters, this approach incurs constant processing, commtigricand
storage overhead for single member joins or leaves, anditbgac
overhead for batch joins and/or leaves [2].

Group key distribution is closely related to broadcast ypiton

studied in the cryptography community. An overview of eady
sults can be found in [30]. Berkovits presented a way to lrasith
secret to a predetermined set of receivers using secrengheach-
nigue [3]. Fiat and Naor developed broadcast encryptiorrsels
resilient to one bad member, and then proposed approachesdo
ing high resilient schemes from low resilient ones basedearfelet
Hash Families (PHF) [10]. Safavi-Naini and Wang applied PHF
to construct group rekey schemes directly [24]. Blundo etlat
veloped a family of one-time broadcast encryption schenassdb
on the key predistribution scheme in [4], and then extentedht
to allow interactive group key distribution [5]. Trade ofétween
storage and communication requirements as well as theierlow
bounds in the proposed schemes are also studied in [5] and [17
Stinson and van Trung continued the work in [5] and presented
new constructions of key predistribution and broadcastygtion
schemes [31]. Just et al. studied group key distributiorbviead-
cast encryption and derived a lower bound on the broadcast me
sage size using information theoretic techniques [13]. &ust
al. proposed two schemes that can revoke updmoup members
with storage overhead(tlogn), and communication overhead
O(tlogn) andO(t?), respectively, where is the group size [14].
Naor et al. developed a subset-difference based bulk reletyad,
which requiredog?® n keys being stored at members attdcom-
munication overhead [20]. Gong proposed a method to sscurel
broadcast different keys to different group members [1BwEler,
Gong’s method results in a broadcast message linear to thp gr
size, while with our method the size of the broadcast mesiage
linear to the maximum number of colluding users, but indejean
of the group size.

Our work in this paper is based on the self-healing key distri
tion approach (with revocation capability) in [27]. The he@ue
in [27] uses secret sharing [26] based on two dimensionagingsl
mials to distribute group keys, enabling group membersdover
lost session group keys as long as they have received ongdasia
rekey message before and one after the above session. Gampar
with the approaches discussed earlier, an advantage of[Both
and our techniques is that the computation, communicatod,
storage overheads required to revoke group members angivachi
self-healing capability are independent of the group snel, thus
are suitable for very large groups. However, our techniciss
improve over those in [27] as discussed in Section 3, anddheis
able to deal with coalition of more evicted group members.

5. CONCLUSION AND FUTURE WORK

In this paper, we presented several group key distributitbames
for very large and dynamic groups over unreliable channBlg.
introducing a novel personal key distribution technique,devel-
oped several efficient unconditionally secure and selfihggroup
key distribution schemes that significantly improve over pinevi-
ous approaches. In addition, we developed two techniqusath
low trade-offs between the broadcast message size andctvere
ability of lost session keys, which can further reduce theatcast
message size in situations where there are frequent buttsnor



disruptions of communication and where there are long-teuatn
infrequent disruptions of communication, respectivelye Yave
developed an API implementation to facilitate the deplogtnef
the proposed techniques [16].

Our future work includes development of a model that charact
izes failures in large and highly mobile wireless networkd &ur-
ther investigation of the performance of the proposed selseim
this model. In addition, we would like to seek more efficietatys
to perform the initial key distribution for the proposed entes.
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