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 Introduction 

 

v  Experimental setup and results 
Ø  Applications: DNA, Least squares, Graph clustering, and QCD (with problem size ten million) 
Ø  Matrices and vectors distributed on total 1024 processes on Edison or 96 on SciClone (W&M) 

 
 

PRIMME_SVDS: A High-Performance SVD Solver 

v  Importance of Efficient SVD Solver 
Ø  Largest and smallest SVD problems: machine learning, image processing,

 control theory, least squares problem and low rank approximation 
v  The problem: find k extreme singular triplets of Am×n  

Aνi = σiui ,   i = 1, 2, …, k ,  k << n 
v  Iterative methods for computing SVD: 
�  Hermitian eigenvalue problem on C = ATA or C = AAT 
�  Hermitian eigenvalue problem on B = [0 AT; A 0] 
�  Lanczos bidiagonalization method (LBD)  

A = PBdQT and Bd = XΣYT  
      where U = PX and V = QY. 

v  Our goal: solve large-scale, sparse SVD problems with unprecedented
 efficiency, robustness and accuracy 

v  Our approach: a preconditioned hybrid, two-stage SVD method on top
 of the state-of-the-art eigensolver PRIMME 

v  Scarcity of SVD software for large-scale problems 
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v  Results I: methods comparison (low accuracy) 
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Hybrid, two-stage SVD method and an example
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v  Parallel Implementation of PRIMME_SVDS 
Ø  User defined data distribution among processes 
Ø  User defined parallel matrix-vector and preconditioning functions 
Ø  User provided global summation for dot products 

 

v  Results II: scalability performance (high accuracy) 
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v  Highlights of PRIMME_SVDS: 
Ø  Among the fastest and most robust production level software for computing a small

 number of singular triplets 
Ø  Demonstrates good scalability under both strong and weak scaling  
Ø  Free software, available at: https://github.com/primme/primme 
 

A High-Performance Blob Detection Approach 

v  Importance of Fusion Energy 
Ø  Fusion is a viable energy source in future: Inexhaustible, clean, and safe 
v  Tokamak and Blobs 
Ø  Blobs carry high energy and plasma outside the magnetic  
      confinement that causes loss of heat, degrading confinement 
v  Difficulties in large-scale data analysis 
Ø  Generating massive data: a few terabytes per second! 
Ø  Single-threaded, only for post-run analysis and slow  
Ø  Real fusion experiments demand real-time data analysis	


v  Our approach: develop a real-time region outlier detection  
     algorithm for finding and tracking blobs in fusion data streams 
v  A novel region outlier detection method to identify blobs: 
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v  A real-time blob detection approach using MPI/OpenMP: 

�  High-level: use MPI to allocate n processes to process each time frame 
�  Low-level: use OpenMP to accelerate the computations with m threads 

Two-phase region outlier detection algorithm
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v  Experimental setup and results 
Ø  Our data sets (33GB) is from the XGC1 simulation containing 1024 time frames

 which last around 2.5 milliseconds (ms) 
Ø  Most Encouraging results: complete blob detection in around 2 ms with MPI

/OpenMP using 4096 cores and in 3 ms with MPI using 1024 cores 
Ø  MPI and MPI/OpenMP achieve linear time scalability in blob detection time with

 speedup over serial up to 800x and 1200x under strong scaling 

100 101 102 103 10410−3

10−2

10−1

100

101
Blob Detection Runtime: Strong Scaling

Number of processes

R
un

tim
e 

(S
ec

on
d)

 

 

MPI Runtime
MPI/OpenMP Runtime

100 101 102 103 104100

101

102

103

104
Blob Detection Speedup: Strong Scaling

Number of processes

Sp
ee

du
p 

ov
er

 s
eq

ua
tia

l

 

 

MPI Speedup
MPI/OpenMP Speedup

Blob detection performance: strong scalingBlob detection and tracking examples
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v  The Era of Big Data 
Ø  Increasing influence on our daily life and research activities 
Ø  Poses significant challenges both on memory requirements and computational

 expense in various research areas 
Ø  Some applications demand fast solution of large-scale SVD problems 
Ø  Some others require extracting knowledge from large-scale data in real time 
v  The Objective of This Dissertation 
Ø  Develop efficient numerical methods and practical data mining techniques to

 cope with very large-scale problems on extremely large parallel machines 
v  Main Contributions of This Dissertation 
Ø  Propose a preconditioned two-stage SVD method that significantly advances

 the current state-of-the-art in singular value problem solving  
Ø  Develop a high quality SVD software supporting accurate computation of both

 largest and smallest singular triplets on a massively parallel machine 
Ø  Present a high-performance region outlier detection method for finding blob

-filaments in real fusion experiments or numerical simulations 
Parallel Implementation of  PRIMME_SVDS 
 

Motivation and Related Work 

Conclusions and Reference 
 

v  Highlights of Blob Detection and Tracking: 
Ø  The first work to achieve real-time blob-filaments detection in a few 

 milliseconds and linear-time speed up 
Ø  Has been integrated into the ICEE project as data analysis component 
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