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Abstract—Radio Frequency IDentification (RFID) technology
has attracted much attention due to its variety of applicatons, e.g.,
inventory control and object tracking. One important probl em in
RFID systems is how to quickly estimate the number of distint
tags without reading each tag individually. This problem phys a
crucial role in many real-time monitoring and privacy-preserving
applications. In this paper, we present an efficient and anoypmous
scheme for tag population estimation. This scheme leveragehe
position of the first reply from a group of tags in a frame. Reslts
from mathematical analysis and extensive simulation dematrate
that our scheme outperforms other protocols proposed in the
previous work.

I. INTRODUCTION

Prior work in [12] and [13] considers this problem by using
probabilistic estimation based on the framed-slotted AlLOH
model. Unfortunately, the scanning time can be considgrabl
long due to the large frame size required. The performance
becomes worse when the mobile tags appear dynamically so
that counting them at a fixed time instant is not possibletTha
is because the tags have to be scanned independently with eac
counting consuming a long time.

In this paper, we propose a novel scheme for the reader to
quickly estimate the number of distinct tags within a regdir
accuracy. Our scheme is based on a new distinct element
counting method [14], without reading either the actual or

Radio Frequency IDentification (RFID) technology is widelypseudo IDs. The main idea of our algorithm is to utilize

used in monitoring applications such as inventory contrm a

the position of the first reply from a group of tags in a

object tracking [1]-[7]. Small RFID tags, each with a uniquéame to infer the number of tags. Theoretical analysis and
ID, are attached to items under monitoring. An RFID readextensive simulation show that our scheme outperformseearl
can remotely collect these IDs later for verification. Due tBFID tag estimation schemes. Moreover, our scheme tries to
the large number of deployed RFID tags, collecting all tagptimize incremental counting in a mobile environment. éNot

IDs for verification is inefficient. Some real-time appliicats,

that our approach has a general purpose of counting RFID tags

such as counting the number of tags in a shipping portal, ne@dmbined with other commands, it can be flexibly adopted in

more efficient techniques to manage tag data. In this pager,
consider the problem défficientlyandanonymouslgstimating

various applications.
Our contributions are summarized as follows.

the cardinality of a large set of RFID tags with a desired « We propose a novel anonymous estimating scheme which

accuracy.

Efficient techniques for estimating the number of RFID
tags are important for applications when the time window for ,

collecting tag data is small. These applications includa-re

time monitoring or managing a large quantity of products.
For example, a warehouse operator may need to perform a
quick estimation of the number of products left in stock. IBuc

applications demand efficient estimating schemes instetiteo
slow and unnecessary process of reading every tag ID.

Anonymity is another important issue when dealing with

does not collect the ID from each RFID tag, but is still
able to estimate the number of tags accurately.

We present estimators for both static and dynamic sets of
tags. The static set specifies a snapshot of a set of tags,
and the dynamic set considers that tags can join or leave
the set with time. Both our estimators are more efficient
than the existing protocols, even when the cardinality of
the tag set varies across many orders of magnitude.

We propose a novel send-and-reply protocol among the
reader and tags to improve performance.

RFID tags attached to uniquely identifiable items such asThe rest of our paper is as follows. Section Il contains

passports [8] or driver’'s licenses [9]. Either broadcagtiag

the related work. Section Il presents our problem definitio

IDs in the open, or revealing IDs to the RFID reader may leaiqg system model. Section IV outlines the main idea of our

personal information. For instance, an adversary coulducap

schemes. Section V details the algorithms. Our schemes are

the communication between the reader and tags or compromigg|uated in Section VI, and Section VII concludes.

the reader to track users’ activities. Identifying each tBg
increases individual security and privacy risks. An alétive

way of providing anonymity is to use cryptographic protacol

1. RELATED WORK
For a reader to successfully identify every tag in proxim-

to mask the actual ID [10], [11]. However, the cryptographiity, collision arbitration protocols must be consideredtkat

techniques require additional modification to the tag hamey

replies from multiple tags will not be garbled due to codisi

as well as increase the computational complexity on both ta@ollision arbitration protocols are divided into two apacbes:

and readers.

ALOHA-based [15]-[17] and tree-based [18]-[20]. In thetfirs



approach, the framed-slotted ALOHA (FSA) protocol, whiclB. System Model
is an extension of the pure ALOHA protocol [21], is widely )
used in RFID standards. Built on that, adaptive FSA promcol "€ MAC protocol for our RFID system is based on the
where frame size is adaptively adjusted, are explored i, [18daptiveframed-slotted ALOHAnodel. To read a set of tags, a
[22]-[24]. reade_r first powers up and 'Fransm|ts continuous wave (CW) to
Recent research work [12], [13], [17], [25] is the closest tBN€rgize tags._Each tag waits for the readerjs commandéefor
this paper. A probabilistic analytical model for anonyrmigus "€Plying. This is known as thReader Talks Firsmode.
estimating tag population is first proposed in [12]. The main The communication between the reader and tags is composed
idea is to use the framed-slotted ALOHA protocol and monit&f multiple frames. Each frame is partitioned into slotsréje
the number of empty and collision slots to count tags. Howevave refer to an individual frame as a round. The reader wilt firs
the drawbacks of the estimators in [12] are that all the ta§§oadcast degin roundcommand containing the frame sife
must be readable by the reader in a single probe and that héhe forthcoming round, and a random seedThe frame size
reader must know approximately the magnitude of the numbgrthe number of slots available for tags to choose in a round.
of tags to be estimated. Due to these constraints, an Enthang&ch tag picks a slot, and this slot determines when a tag will
Zero-Based (EZB) estimator is presented in [13]. By tuningPly. An RFID tag uses a hash functiéf), f, R, and its ID
the parameters for multiple iterations, the number of tas cto pick a slot in the current round, i.&w(f, R, id) — [0, f —1].
be estimated with h|gh accuracy, even when the tag popu|atwe assume that the outputs of the hash function have a uniform
varies a lot. The key improvement in our work over [12] angandom distribution such that the tag has the equal prababil
[13] is that our scheme does not scan the entire frame, whighselect any slot within the round given a seed and ID.
drastically reduces time cost. Finally, another novelnestor Each RFID tag has a slot counter which will decrease each
for the same problem is proposed in [25] with more focus dime the reader indicates that the current slot has endesitaih
the multiple-reader scenario. However, the scheme regjairewill only reply when its slot counter reaches zero. Whentad t
special geometric distribution hash function, which migt slots in the frame have been accounted for, the reader sends a
be available in the off-the-shelf RFID systems. end roundcommand to terminate this round. We assume that
the reader can issue an end round command to terminate a
round at any time without waiting for the frame to end. The
A. Problem Definition procedure is illustrated in Fig. 1. We call this the originahd-
and-replyprotocol.

IIl. PROBLEM DEFINITION AND SYSTEM MODEL

TABLE |

NOTATIONS
Begin round End slot End round
corrlmand command Cominand

Symbols | Descriptions N T
€ Confidence interval
i Reader |<f, R> D
0 Error probability |: : D : D:|
; Number of distinct tags Tag#l #1 P |
tmaz Upper bound of the number of tags Tag#?
t Estimation of the number of tags | Lo
X Random variable for the number of continuous empty Tag#3 §
slots before the first non-empty slot in a frame . : i
b Frame size (the number of slots in a frame) : | P ‘
R Random seed Tagit Van L |
p Load factort/f Singleton Slot / Empty Slot
k Number of waiting slots Collision Slot
n Number of rounds (frames) 1**round
h(-) Hash function . ) . . .
() Theoretical time cost (in number of siots) in a roung Fig. 1. Collection sequence of passive RFID systems usiaqttaptive FSA
m Number of sets of tags

) ) Since every RFID tag chooses its own slot individually, éher
Given an RFID reader and a set of tags, we want to quickly| pe instances where no tag picks a particular slot. Wenter

and accurately estimate the number of distinct RFID tags {fis a5 anempty slot A slot that has only been chosen by
the set without identifying each tag individually. Our algoms .o tag is known as singleton slat A slot that is chosen by

allow a user to specify his desired accuracy using two V&b 1,56 than one tag is called allision slot We refer to both
aconfidence intervad and arerror probability §. Lower values singleton slot and collision slot awn-empty sloin this paper.

of e and4 result in a more accurate estimation. Our algorithmgg;q collecting all replies, the reader can generate arbits,
return an estimatiort of the actual number of tags such ¢ . as

that Pr[|t — t| < et] > 1 — 6. For example, if the set has

5000 RFID tags, and givea= 5% andé = 1%, the desired { - 11[0f1[2]O[L]--}

estimator should output the number within [4750, 5250] with

probability greater than 99%. Table | summarizes the rmati where 0 indicates an empty slot, and 1 represents a non-empty
used. slot.



IV. INTUITION A. Basic Algorithm

The previous research [12], [13], [17] takes advantage of ogain, our algorithm is based on the idea of making obser-
the framed-slotted ALOHA protocol to estimate the numbejation on the first non-empty slot. However, if the number of
of tags. The basic idea is based on the probability model Weys+ is small, the position of the first reply may be located
have described previously. The reader scans all the slats g the end of the frame. Apparently, it is not efficient to use
records the status of each slot: empty, singleton, or @tiis the original send-and-replyprotocol described in Section IIl.
By examining the number of empty slots, collision slots, thgy that protocol, a reader broadcagtend R at the beginning
reader can then estimate the number of tags. of a round, and waits for the first reply from tags. Therefore,

This estimation method while powerful, has some limitasion\yhen the first reply is toward the end of the round, the reader
The main limitation is the large frame size, which transldt® 55 to wait for the period of time almost equal to the frame
a long protocol running time, when there exist a huge amougjye.
of tags. Suppose for a large tag population but the frameisize 14 resolve this issue to improve the query efficiency, we
considerably small. All the_ tags’ responses will be packed i propose a nevsend-and-replgommunication protocol among
small number of slots, which means that the number of emgys4er and tags. Compared to the original protocol, our new

slots will become zero and number_ of <_:0IIisi0n slots will b%rotocol can identify the first non-empty slot @(log> f) time
equal to the frame size. To make estimation accurate, theefrag|gts instead ob(f).

size should be in proportio_n 'Fo th.e.number of tags. Ther.efor.e The newsend-and-replyprotocols for reader and tags are
scanning the whole frame is inefficient when tag populat®n &,y in Algorithm 1 and 2 respectively. In the protocolg th
large. Furthermore, the performance is even worse in mobjle 4ar sends an extra frame rangéo all tags. Initially, the

environment, where either RFID tag or reader can move. @ ey splits the whole frame into two, and sets the first half
count tags over a period of time, we have to useesy largé  grame as thecandidate rangethe second half frame as the
frame size at the beginning, such that we can superimpose gll hative range The reader always sends out its candidate
the frames and guarantee that the number of empty slots is F}mge to the tags. Each tag evaluate§, R, id) and replies
zero in the end [13]. immediately if the result is inside the range Otherwise, it

To overcome the large frame size problem in the previoygens silent without doing anything. Then the reader checks

protocols, we propose a new idea based on a randomizgd fo1thcoming slot. If the slot is empty, which indicates
algorithm for counting. Suppose we hawerandom NUMbErS yere is no tag within the candidate range, the reader spkts

uniformly and randomly chosen from (0,1). By examining thgyermative range into two and picks the first half as the new

smallest number, say, we can estimate:. Intuitively, the 5 igate range, and the second half as the new alternative
smaller z is, the largern would be. If all the numbers are ;46 f the slot is not empty, which indicates there is at
uniformly laid out, n should be approximated by/z. Of |o5qt one tag in the candidate range, the reader then dpdits t
course, this estimation is very crude with a very large vama ., qigate range into two, and sets the first half as the the new
Fortunately, we can run the same process for a sufficiemiigla .o gigate range, and the second half as the new alternative
number Of_ t|m_es, the estl_matlon will become more accuratr%nge_ The above procedure is like a binary search tree agisho
More details will be described later. in Fig. 2. The reader keeps traversing from the root to thesiea
Our scheme does not require the reader to scan the Whly \ocords the path in each iteration. Finally, the reader ¢
frame. Instead, the reader only needs to identify the fwst—nqdemify the first non-empty slot using the equation in lig 1

empty slot, and USes the number of consecutive_ empty SIE“‘SAlgorithm 1, wherez; is a0/1 bit indicating the state of the
before that to estimate the number of tags. Again, the fewer,

the empty slots appear before the first non-empty slot, themo
tags there are. In practice, certain number of iterationsuch
operations are performed, and the mean value is used tovach
an accurate estimation. For example, given,

iteration.
Fig. 2 illustrates a simple example with frame size of 16.
In the first iteration, the reader sends the frame $izesearch
\%nge[o, 7], and a random seed to all tags. No tag replies, so the
first slot is empty. Then the reader starts the second iterati

{0]0|1} - X1 =2 with a new ranger = [8,11]. At this time, at least one tag
{1} —Xo=0 replies, so the slot is “1". Repeating the same process twice
{0]0]0|0]0]O|O]O0]O]1} —X3=9 the reader identifies the first non-empty slot tollfe

where X; denotes the number of empty slots before the It is not difficult to find that if the number of tags is relatlye
first reply position in round.. From theoretical analysis andSmall to the frame size, our nesend-and-replyprotocol is
extensive simulation, we find even though multiple itenasio more efficient than the original protocol. Otherwise, thigioal
are required for accuracy, the total time is still much stortProtocol is better. Therefore, we combine both of them to

than the schemes in prior work. determineX. In the combinedsend-and-replyprotocol, we
define the number of waiting slots. At every round, the
V. ANONYMOUS ESTIMATING ALGORITHMS original protocol is tried first. Only when there is no reply

In this section, we describe our novel RFID tag estimatingithin & slots, we turn to use our new protocol. So in the
scheme, First Non-Empty slots Based (FNEB) estimator.  worst case, only: + log, f slots are required.



Algorithm 1 New send-and-replyrotocol for the reader of the FNEB estimator is shown in Algorithm 3. The algorithm

1: if f is not a power of Zhen takest, .z, 0 ande as inputs, where,, ., denotes the upper
2. f =2Mos f] bound of tag population. Initially, the reader computes pa-
3: end if rametersf, k, andn by inputs, and then applies the combined
4 a=0,b=f/2-1 send-and-reply protocel rounds to obtain the average value of
5: Set the search range= [a,b] and random see® X, denoted byY". At last, the estimation is calculated below:
6: for ¢ =1 to log, f do
7:  Reader broadcasts f, and R, and listens in the forth- . 1+Y

coming slot for reply (only one slot) t=f-In—— 1)
8. if the slot is EMPTYthen
9: z; =0
10: a=b+1,b=>b+|r|/2, and updates
1:  else Algorithm 3 FNEB estimator for static tag set
122 zm=1 INPUT: #1402, 0, ande
13: b= (b—1)/2, and updates OUTPUT: 7
14 end if 1: Compute the frame siz¢ and waiting slotsk
15: end for

2: Compute the number of rounds

. _NMoge freq Y olog, f—i
16: ReturnX = 3" 727 (1 — z;) - 2'°82 3 for i — 1 to n do

4:  Generate a new random se&g
Algorithm 2 New send-and-replyrotocol for each tag 5:  Broadcast(f, R;) to all tags and wait their replies
1: Receive range, f, and R from reader 6:  Run the originakend-and-rephprotocol
2. Compute slot numbesn = h(f, R, id) 7. if receive reply beforéth slotthen
3: if sn is insider then 8: X; = slot number of first reply - 1
4:  Reply immediately 9. else
5: else 10: Run the newsend-and-replyrotocol
6: Keep silent 11: X, = value returned by Algorithm 1
7: end if 12:  end if
13: end for

14: Add all X; and get the averageé = >_"" |, X;/n

Frame Size = 16 Empty Slots 5
15: Returni = fIn 14X

In the next two subsections, we will explain why this algo-
rithm can achieve the desired accurate estimation and how to
compute parameter k, andn (lines 1 and 2 in Algorithm 3).

To ease understanding, we first present the mathematicsdehi
the algorithm and how to pick parameter We then describe
how to determinef andk.

B. Pickn

The value ofn directly determines the performance of our
Fig. 2. lllustration of our new send-and-reply protocol scheme. Ifn is too small, the estimateticannot meet the de-
sired accuracy. However, a largewill increase the estimation
time. Next, we first present the theoretical underpinnirms f

Our combinedsend-and-replyprotocol requires a slight mod- the FNEB algorithm, followed by the bounds for n that can
ification to existing RFID tags. We add an optional bit mas®atisfy the accuracy requirement.
to indicate the search rangein eachend slotcommand sent  Given the frame sizef, each tag has the probabili? to
by the reader. If the parameter is set to a valid range, thasgect a specific slot in the frame. Fertags in total, the
tags who pick a response slot inside the range will reply probability of a certain slot to be empty (denoted &g is
the forthcoming slot, no matter what value their slot cotmteP, = (1 — %)t. Sincef is normally large P, can be simplified
are. If the parameter is set to null, the origisaind-and-reply to P, ~ e”, wherep = L. We call p the load factor. Let
protocol is then used. the random variableX be the number of consecutive empty
With the basic idea described above, the complete algorittsiots before the first non-empty slot in a frame. We then have



Pr(X =u] = P}(1 — Fy). The expectation of{ is is asymptotically normal with mean 0 and variance 1; that is,
7 satisfies the standard normal distribution and its cunudati

f-1 f-1
E(X) = Z uPr(X =u) = Z uPl(1 = Py) distribution function is
u=0 u=0 1 T 2
P(r) = — 7 du.
_(-DRM R+ Ry ) x/%/-ooe ’
P 1 =P We can find a constant which makes
0

(1—Pf) - fP].

1-F Pri—c< Z <] =®(c) — ®(—¢)
Since that) < Py < 1, thenP{ — 0 andfP/ — 0 whenf is =erf(c/V2)=1-4,
large. SoE(X) can be further simplified to : . . :
g (X) P whereer f is the error function [27]. By solving the formulation
E(X) ~ 1 . (2) above, we get the value of For example, ifé = 1%, then
1-FP er—1 c = 2.576. Thus, the desired accuracy can be rewritten as
Correspondingly, the variance of is - -
i Prijt—t| <et] = Pr(1 —e)t <t < (1 +e€)i]
1+Y
Var(X) = Y (u— E(X))*Pr(X =u) =Prl(1-€t< fln ; < (1+e)
u=0
—(1+e)p —(1-¢)p
P —pr—S T <y
1—PRy)? ) " —=arar SY S T maank
According to the intuitive relation betweelfi( X) and¢, the Therefore, if we have
observation ofX can be used to estimate However, there e~ Otar =9
exists variance between the observed valueXoind E(X). Tty T K < —c ang e — H > ¢,
By the law of large number [26], the estimation becomes more o g

accurate when the number of observations gets larger. Weedefhen we can guarantelr[|t — t| < et] > 1 — §. Combiningo
arandom process = > | XT as the mean of observations, and Eq. 3 to solve the inequalities, we get
where X; is the random variableX for the i" observation. y s
Note thatE(X;) = E(X) and Var(X;) = Var(X). Since n> &6 Plef —e )
the reader gives a different random seed in each broad€ast, (1—e—cr)?
(1 <i < n)is independent with each other. Therefore, we have m
S UBE(X:)  nE(X) In practice, the number of tagsis not known a priori,
E(Y) = n T = E(X) making it difficult to predict the exact number of rounds.
However, the minimum number of roundss a monotonically

and

n . increasing function against the load factothat is, the number

Var(Y) = Var(zl’;l Xi) = an;(X) = VGT(X)_ of rounds calculated by = t,,,. is large enough for the actual
_ n on n t. Thereforen in line 2 of Algorithm 3 is computed by
Since thatE(Y) = E(X), by solving Eq. 2 fort, we get
1 + E(Y) 02 . e_tnlaz/f . (etmam/.f — e_ftnlaz/f)Q
n =
t = . l _— 4 — _etmam/.f 2
fln ) (4) (1—e )

Then, according to Eq. 1, by substitutitgfor E(Y), we have C: Détermine Optimal Parameters and &

_ 14V The estimating time of our algorithms is affected by two

t=/f-ln v factors: the number of rounds and the time cost in each round.

Here, the time cost is measured by the number of slots. From
the discussion above, we find that the number of rounds
dependent on the frame siZeThe time cost in a round is either
Theorem 1. Givgn d, e,ian2d p, if the number of rounds is z + 1* (if the number of empty slots observed in that round
not less than< e(ffe’:ﬁ);p) , the algorithm described aboveis smaller thark) or k + logs f. That relies on bothy and .

can guarantee the accuracy requirement, thatis{|f —¢| < Hence, if we select inappropriafeand#, the performance of
] >1-34. our scheme will be adversely affected. Our remaining proble

) is to determine the “best” value for parametérand & on a
Proof: We usepu and o to denote the expectation a”dgiven upper bound,a..

Next, we will show how to us& ar(Y") to compute the tight
bound of parametet.

standard variance df, i.e., u = E(Y) ando = /Var(Y) = Remember that the probability of the random variaBle
v/Var(X)/n. By the central limit theorem, we know equals tou is P¥(1 — Py), where Py = e~*//. We use the
z=Y"t

e *Note that one additional slot is needed for the first non-gnsfuit



functionT'(-) to denote the time cost in each round. Given programming problem, or bound a small search range to
t, and f, T'(-) can be expressed as exhaustively find the optimal values ¢f and k. Both
methods can reduce the computation cost in practice.

Tkt f) « Since the ratio is relatively stable, the optimal number
= Tri(utD)Pr(X=u)+X!Z; (k+log, f)Pr(X=u) of roundsn will not get obvious increase, whety,, .
= k-l pitlog, f-PF becomes large. Therefore, as shown in the evaluation

section, our algorithm performs well even if we count a
huge amount of tags.

Enhancement: Adjusting Skewgg, .

— 1-PF k
— ﬁ"‘logz fP()a

where the first term describes the cost of using the originsl
send-and-replyrotocol, if there is a reply withirk slots. The

second term, indicating the cost of using our nsend-and- N practice, users may overestimate the upper bang.
reply protocol, is a constank + log, f. Both of them are The actualt may be much smaller than the bound. Thus, the
multiplied by their probabilities. optimal parameterg andk computed by.,,.... may be too large

Thereforen - T'(k, t, f) is the estimating time of our algo- for estimation, since it causes many empty slots before the fi
rithm for a specifiect. Our goal is to find parametegsand.  eply in each round. We call this the skewgg,, problem.
to minimize the time cost averaging over all possible valies

t from 1 to ¢,,... Then, the problem is to minimize @ (b)
80000 7 : 20000 1 ‘

tmaz

T(k,t, [)

1

)

'

1
tmaz = 16000 - 1000 E
N X

60000 [+ \
subject tok, f € N,and0 < k < f, where

12000 B
_ CQe_tnlaz/f(etnlar/f _ e_etrnam/f)Q
(1 — e=€tmas/f)2 8000 |- ;x\& .
1— P} :

T(k,t, f) = —P +logy fFy. 20000 ' 4000 .
- P 0 005 01 01 05 1.0
tt

40000 T N

Spending time (in number of slots)
Spending time (in number of slots)

t,

max max

This is a nonlinear programming problem with two unknown
integer variables. AIthough it is difficult to find an eXprm Fig. 3. Time cost versus the normalized number of tags fdemint ¢, :
of f andk, the problem is solvable by enumerating all possibl@) comparison undet/tma. < 0.1; (b) comparison undet/tmaz > 0.1
parameters to find the optimal values. Given parametgs;,
e andd, we first fix f and enumerate all values &ffrom 1 to To show the effect of different,,,, on the performance of
f to find the best value of which can minimize the objective our FNEB estimator, we plot the estimating time in number of
function. Then, we repeat the process to search for the aptirslots against under three different,,... (see Fig. 3). To ease
f. Note that these procedures are all computed by the reademparison, we normalizeby t,,., and separate the figure into
offline. two parts. As we see, when the valuetgt,, ., approaches 1,
Table Il shows the optimal parameters for some specifitie time cost decreases significantly. Also, for the samaeval
tmaz Under thate = 5% andd = 1%. In the table,n,y, fop, Of t/tmas, the smallert,,,, will spend less time, when is
andk,, indicate the optimal number of rounds, frame size, arabsolutely close @,
number of waiting slots for each,,... respectively. The ratio Based on these observations, we propose an enhanced ap-

in the last column is computed by, ., over f,,,. proach to solve the skeweg, ... problem. As mentioned before,
a largert,,, ., usually causes more empty slots. Therefore, we
OPTIMAL PARAMETERS FOR DLAI\Z?EII_?EEI\IIIR WITH § = 0.01,¢ = 0.05 can use the po;ition of TirSt reply o dECi-de Wheti.),%m s too
mas R ’ large fort. If it is, we will adaptively shrinkt,, ., in the next
tar T 7op T Jon | Fop | Ralio © tmaa/Ton) round. The main algorithm is shown in Algorithm 4, which
100 |[ 3927 | 55 6 1.818 should be appended at the end of each iteration (betwee line
500 || 4024 | 264 | 8 1.894 12 and 13) in Algorithm 3.
éggg i’gii ;:511 192 i:gég Recall thatX is the randqm variable indicating the_ number
10000 | 4024 | 5279 | 13 1.894 of empty slots before the first reply from tags, afid is the
50000 || 4042 | 26205 | 15 1.908 observed value oK in theith round. Let variabléV enumerate
all possible numbers of tags, decreasing frigp,. to 1. Then,
From the table, we have the following observations. Pr[X = X;|t = N] is the probability of observind(; empty

o The ratio oft,,.. to f,, is close tol.9, andk is close to slots on the condition that= N. According to Bayes’ theorem,
log, f. Based on this observation, we can either directiye have
use the quasi-optimal parametefsx 1.9 andk = log, f
for our estimating algorithm without solving the non-limea

Pr[X = X;|t = N]
PriX =X;

Prlt = N|X = X;] = (5)



Algorithm 4 Adaptively shrink skewed, . directly apply our previous algorithms on each tag set, ehes

I* After getting X;, we test whether to shrink,,, */ overlapping tags will be counted multiple times, resulting
1:p=0 erroneous overall estimations.

2. for N = t,,4, to 1 do We have extended our FNEB algorithms to estimate multiple
3 p=p+ thlixpif;‘:t;ﬁ:ﬂ tag sets. Due to page limit, we cannot include the detailbi@ t

4 if1—p<01%and N < t,,4, then paper. The intuition of the protocol is as follows. Suppose w
5: traw = N havem tag setsSy, So, ..., Sp,, and for each set the number of
6 Recomputef, k, andn, and restart new rounds empty slots before the first non-empty slotXs, Xo, ..., Xy..

7 break In a global viewmin(X1, Xa, ..., X,,) infers the total tag size

g end if |S1US2U...US,,|. However, each set (i € [1,m]) does not

9 end for know whetherX; is minimal. Therefore, we need to track all

sets to record the minimal number. In practice, the optitrona
is used to speed up the above process. If no tag replied before
where PriX — X,] = Z;TTI PriX = Xi|t = i. In the _the m|n|mal numbe_r of empty slots that we a_llready know, we

! just terminate reading such a set, because it does not change

algorithm, Eq. 5 is added to variableas N decreases in each h ool val
iteration (line 3). Sop presents the probabilitr[V < ¢ < 1€ Minimal value.

t,max] ON condition thatX; empty slots have been observed The reason why we can minimize slot count from different
and1 — p is the probabilityPr[1 < ¢ < N] correspondingly. sets is that the reply slot by each tag is only dependent on

Oncel — p is smaller than a very small probability (like1% the frame sizef and random §eeoR. So I(_)ng as the same .
in our algorithm), it means thatcan not be larger thai with parameters are used, a tag will always pick the same slot in
high possibility. Therefore, we can shrirk.. to the value of the frame. Based on this property, any reply that occursrbefo

N. Recall the analysis in Section V-B[X = X,|¢ = N] can the first reply in other sets must belong to a new tag. In other
bé computed bye~N//)Xi . (1 — efN/,f) ’ words, even if the same tags have responded in multiple sets,

However, when the shrinking occurs in the latter roundg?e first non-empty slot will remain the same. The final result

restarting new rounds may incur a large overhead. Ther,efo?(gu'Valent to having all distinct tags belong to_ one larggls .
we constrain the number of rounds for shrinking. t/f.. set. Therefore, our extended approach remains accurate whi

remains unchanged in certain consecutive rounds, the mUn%lgnlflcantly reducing time cost.
tmaz 1S deemed stable enough. We will not run Algorithm 4 VI. PERFORMANCE EVALUATION
after those rounds. In the simulation, we set a heuristioeval

of 30 rounds which is large enough for adjustment. The goal of this paper is to design an estimator to count

tags efficiently and anonymously in both static and dynamic

TABLE Il environments. Here, we evaluate the performance of our FNEB
RESULTS FROM THE ADAPTIVE SHRINK ALGORITHM FOR SINGLE SET OF  estimator, the enhanced FNEB estimator for single set of
RFIDTAGS WITH tmag = 10000, 8 = 0.01, AND € = 0.05 tags, and the extended FNEB estimator for multiple sets of
No o T No_of | Final value | Shiinking | Total ime tags. Through extensive S|mula_1t|on, we compare our estirsat
tags || shrinks | of tmaez | overhead| (slots) against several well-known estimators mentioned in thateel
10 5.6 14.4 350.7 5525.9 work. They are the Combined Simple Estimator (CSE) [12], the
50 5.5 69.9 3651 | 57380 Unified Probabilistic Estimator (UPE) [12], and the Enhahce
100 5.4 135.7 4188 5732.4 ) .
500 ) 667.6 449 E758.8 Zero-Based (EZB)_esUmator [13]. TheseT estimators ar@mj_e
1000 49 1307.3 4413 5683.2 for two reasons. First, they can all provide the desiredresti
5000 19 6467.5 371.3 5660.8 ing accuracy (sayPr[|t —t| < et] > 1 — §). Second, they are

more efficient than other estimators we do not list here.

Table 11l shows the performance of our enhanced FNEB All estimators were implemented in Java. We first investigat
estimator. From that, we find that the final valuegf,, can be the estimators for static set, then the estimators for mialti
adjusted close to within several shrinks. As a result, differentsets. Unless otherwise specified, we set the maximum number
numbers of tags can lead to almost the same total time.  of RFID tagst,,., to 10000, the confidence levet to 0.05,
and the error probability to 0.01. Each result is the average of
100 iterations. These experiments test the hypothesis that our

Previously, we only considered a static tag set. However, festimators can be more efficient than other estimators.
certain applications, we may need to count multiple tagisets

dynamic environment where either the tags or reader is mobift- Time Efficiency

For example, a single reader cannot cover all the tags irga lar Prior work in [12] and [13] uses the number of slots that
warehouse. Instead, we have to either deploy multiple rsada reader has to scan as an indicator of time efficiency. The
or dispatch a mobile reader moving through the warehoussader that scans a few slots will perform faster than théerea

to cover all tags. In that case, different tag sets queried that needs to scan many slots. However, the number of slots
readers at different places could have overlapping tagaelf used is misleading, since different types of slots haveawari

E. Extension: Estimating Multiple Tag Sets



durations in practice. According to the current standabRQ
global Class-1 Gen-2 [28]), we assume a reader needs almost
300 us to detect an empty slot, 15005 to detect a collision
slot, and 300Q:s to detect a collision slot. Therefore, estimators
(like CSE and UPE) that must identify the type of each slot
will spend long time on every slot. However, for EZB and our
FNEB that only distinguish an empty slot from a non-empty
slot, the duration of every slot is equivalent to that of armppgm
slot.

1) Single set of RFID tagdn Table IV, we show the number
of slots scanned by every estimator. As we see, if we only
compare the number appeared, it seems that CSE and UPE
perform well since the sum of slots is small.

However, despite a little more slots needed for estimatiogg. 5.
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our proposed algorithms daot have poor performance (effi- while increasinge and holding3

ciency) relative to CSE and UPE, since the duration of each
slot in FNEB and enhanced FNEB is much smaller than that
in CSE and UPE. As described above, CSE and UPE have
to identify whether a slot is empty, singleton or collisiag
additional time is spent to check the CRC (Cyclic Redundancy
Check) checksum. Our algorithms otherwise only determine
whether a slot is empty or non-empty. Therefore, each slot
in our algorithms costs much small time than CSE and UPE.
Fig. 4 shows the amount of time required by all estimators
with respect to variant slot durations. We see that our ecddhn
FNEB outperforms any other schemes, especially in largéesc
RFID systems. In addition, we understand that the skewgd

is really a serious problem. Without dynamically shrinking
tmaz, the FNEB spends much longer time than others, when
the number of tags is smaller than 2000.

Fig. 6.
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Fig. 4. Time-efficiency comparison of single set estimators

data sets. Letv denote the percentage of the size of each set
to t.qe, @and S denote the percentage of the overlapped tags
between two tag sets. In Fig. 5, we hold parametand change

[ to conduct the comparison, and vice versa in Fig. 6. From
the results, we see that our scheme is more efficient than EZB
in all tests.

B. Additional Discussions

This subsection covers some other issues whose details are
omitted due to the page limit.

1) Accuracy requirements In our simulation, we randomly

select 1000 possible values foranging from 1 tc,,, .-
The results show that the estimation falling out of the

2) Multiple sets of RFID tagsConsidering multiple sets of
tags, only two estimators, EZB and our extended FNEB, can
be used to estimate the number of tags among all estimatorg)
mentioned early. So we only compare our extended FNEB
against EZB here. For simplicity, “FNEB” in Fig. 5 and 6
is refer to the “extended FNEB”. Also, since both estimators
distinguish between empty slot and non-empty slot, we use th
number of slots instead of the absolute time for evaluation.

In the simulation, we set: = 100, and use the same model
described at the beginning of Section VI to generate meltipl

3)

range(t — et, t + et] only twice. The estimating accuracy
holds with more thari — § probability.

Scalability: The tag population may vary across many
orders of magnitude, ranging from tens to thousands of
tags. In our simulation, we consider the tag population
varies in four scales of,,,,: 100, 1000, 10000, and
100000. The results show the estimating time does not
increase obviously. Our estimator scales well.

Signal loss Our scheme leverages the first non-empty
slot in a frame for estimation. In practice, when the link



TABLE IV
TOTAL TIME (IN NUMBER OF SLOTS FOR FIVE SINGLE SET ESTIMATORSSINCE CSEAND UPENEED TO IDENTIFY THE TYPE OF A SLOTWE LIST THE
DETAIL: EMPTY SLOTS, SINGLETON SLOTS AND COLLISION SLOTS. FOR OTHERS WE SIMPLY SHOW THE SUM

Number Total time (in number of slots)
of tags CSE UPE EZB FNEB | Enhanced FNEB
empty singleton  collision]] sum | empty singleton  collision]] sum sum sum sum
10 2220 530 305 3055 | 1135 384 71 1590 | 21,052 | 98,132 5526
50 2264 534 345 3143 | 155 269 416 840 | 21,052 | 91,808 5738
100 2277 642 328 3247 91 239 1050 1380 | 21,052 | 84,559 5732
500 1974 972 450 3396 | 151 380 1509 2040 | 21,052 | 46,525 5758
1000 1926 1375 704 4005 | 150 388 1592 2130 | 21,052 | 26,010 5683
5000 971 1822 4358 || 7151 | 147 406 1697 2250 | 21,052 | 6510 5661

quality is poor, the reader may not be able to detedB] A. Juels, D. Molnar, and D. Wagner, “Security and privaisgues in

the signal sent by RFID tags, resulting in the reader  e-passports,” rSECURECOMM2005. _ _
RFID driver’s licenses debated. [Online]. Available:

possibly o_bservmg more empty SthS. We can compe.r}sa{e] http://iwww.wired.com/politics/security/news/2004/66243
by averaging the results over multiple rounds. In additiof,0] A. Juels, “RFID security and privacy: A research sugvéyianuscript,
a learning phase can be adopted to characterize the ip RSA Laboratories, September 2005. .
. . . 11] C. C. Tan, B. Sheng, and Q. Li, “Secure and serverlesDR#ithenti-
qual'ty before estimation. cation and search protocoldEEE Transactions on Wireless Communi-
4) Active attacks: If an attacker can intentionally generate  cations 2008.
a reply in an arbitrary slot, there is no feasible solutioi2l M Kodialam and T Nandagopal, “Fast and reliable eation schemes
. . . . in RFID systems,” inMOBICOM, 2006, pp. 322—-333.
to 50|V?_ this problem till now, since all replies frOm[l?,] M. Kodialam, T. Nandagopal, and W. C. Lau, “Anonymousadking
the legitimate tags may be corrupted by the attacker. using RFID tags,” inNFOCOM, 2007.
Therefore, active attacks are excluded in this paper. [14] z. Bar-_Yoss_ef,_ T. S. Jayram,_ R. Kumar, D. Sivakumar, andrevisan,
“Counting distinct elements in a data stream,"RANDOM 2002.
VIl. CONCLUSIONS [15] J. Zhai and G.-N. Wang, “An anti-collision algorithm ing two-
) ) ) ] functioned estimation for RFID tags,” IfCCSA (4) 2005, pp. 702-711.
In this paper, we consider the problem of estimating the nume] J. Myung and W. Lee, “Adaptive splitting protocols fdidr tag collision
ber of distinct tags without identifying each tag in a largale arbitration,” in MOBIHOG, 2006, pp. 202-213.

h - 17],H. Vogt, “Efficient object identification with passive FRD tags,” in
RFID system. We present a new scheme and its variations baldh PERVASIVE2002, pp. 98-113.

on the probability of the position of the first reply from a g [18] C. Law, K. Lee, and K.-Y. Siu, “Efficient memoryless poobl for tag

of tags. These schemes can be used to estimate tag popitation identification,” in DIAL-M, 2000, pp. 75-84. —_—
. . . . ., [19] D. Hush and C. Wood, “Analysis of tree algorithms for réicbitration,”
both static and dynamic environments. Theoretical anaysd in ISIT, 1998.
extensive simulation show our approach drastically impsov[20] F. Zhou, C. Chen, D. Jin, C. Huang, and H. Min, “Evalugtiand
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