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Abstract

We present an image-based technique to relight real objects illumi-
nated by a 4D incident light field, representing the illumination of
an environment. By exploiting the richness in angular and spatial
variation of the light field, objects can be relit with a high degree of
realism.

We record photographs of an object, illuminated from various
positions and directions, using a projector mounted on a gantry as a
moving light source. The resulting basis images are used to create
a subset of the full reflectance field of the object. Using this re-
flectance field, we can create an image of the object, relit with any
incident light field and observed from a fixed camera position.

To maintain acceptable recording times and reduce the amount
of data, we propose an efficient data acquisition method.

Since the object can be relit with a 4D incident light field, illu-
mination effects encoded in the light field, such as shafts of shadow
or spot light effects, can be realized.

CR Categories: I.2.10 [Artificial Intelligence]: Vision and Scene
Understanding—intensity, color, photometry and thresholding I.3.7
[Computer Graphics]: Three Dimensional Graphics and Realism—
color, shading, shadowing and texture I.4.1 [Image Processing and
Computer Vision]: Digitization and Image Capture—radiometry,
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1 Introduction

Image-based relighting has become a well studied and popular topic
in computer graphics. Several fast techniques have been developed
to generate relit images of real objects. All these image-based meth-
ods use incident light maps, also known as environment maps, that
represent the incoming light at a single point.

These techniques deliver visually pleasing results. However,
there is no spatial variation in the illumination used, since a light
map encodes incident illumination at one point. Relighting an ob-
ject using such a light map is only correct for the exact point at
which the light map was recorded. The resulting pictures show-
ing the re-illuminated object are visually satisfying; however, some
effects are impossible to generate.
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Figure 1: An arrangement of chess pieces, illuminated using a tra-
ditional light map (left), and illuminated by an incident light field
containing two spot lights, computed using our algorithm (right).

Suppose that we want to capture the illumination effect of a spot
light in such an incident light map. Only when the beam of the spot
light hits the point at which the light map is recorded, will the object
be illuminated. An example of this is given on the left of figure 1.
Otherwise, the illumination map does not capture the illumination
of the spot light and the relit object would be completely dark.

In reality, the object may be partly illuminated by the spot light
or even multiple spot lights could be used, as shown on the right of
figure 1. To accomplish these effects with a relighting algorithm,
we need to accomodate for angular as well as spatial variation in
the incident illumination. In other words, we need to represent the
illumination incident on a volume, not in a single point.

A light field represents the illumination leaving a volume for
any position and in any direction, and is described by a 4D func-
tion. Light fields have been used mainly in image-based rendering
techniques for displaying (real) objects from any viewpoint with-
out knowledge of geometry or material properties. Such light fields
are called radiant light fields or exitant light fields. Similarly, inci-
dent light fields can be constructed, in which a viewer can walk and
look around in a limited space and see the surrounding environment
represented by the light field.

To relight an object with a 4D incident light field, we need to
capture the reflectance field of the object for any incident lighting
configuration. The reflectance field of an object determines the il-
lumination transfer through a volume containing the object. In this
paper, we will address the problem of capturing the reflectance field
of an object, and relighting the object with a given incident light
field. To illustrate our technique, we use artificial incident light
fields, although real environments could be used as well.

To acquire the reflectance field of an object, we photograph
the object illuminated with a number of basis incident light fields.
These basis fields constitute a linear basis for expressing incident
light fields that we want to use during the relighting stage. Each il-
lumination condition is created by a standard LCD projector, which
is mounted on a movable gantry. As a result, we have a set of basis
images, which altogether capture the total reflectance field of the
object.

To relight an object we express the given light field as a linear
combination of the basis light fields. A final image of the relit object
can be created using the acquired reflectance field.



In the next section we give an overview of some related work
and in section 3, we specify the parameterizations used for inci-
dent light fields and reflectance fields. In section 4, we outline our
technique. We propose a mathematical framework in 4.1 and pro-
pose a method to capture a 6D slice of the full reflectance field.
We discuss the data acquisition (4.2) of the basis images, and the
relighting (4.3) of the real objects. Because of the sheer amount
of data and acquisition time, we developed an effective speedup in
the data capturing process. This is outlined in section 5. In sec-
tion 6 we discuss the results obtained with our technique. Section 7
concludes the paper and indicates directions for future research.

2 Related work

Image-based rendering is a widely researched area within the field
of computer graphics. Basically, these methods try to capture and
visualize the 5D plenoptic function [Adelson and Bergen 1991].
The Lumigraph [Gortler et al. 1996] and Light Field Render-
ing [Levoy and Hanrahan 1996] showed that this 5D function could
be represented as a 4D function, the light field, when the viewer
is constrained to the outside of a bounding volume of the object.
Wood et al. [2000] introduced the idea of surface light fields, a 4D
representation of appearance of objects using some rough approxi-
mation of the geometry but generating photo-realistic results.

Although these image-based rendering methods produce high
quality images at dazzling speeds, they often require geometry in-
formation and are restricted to fixed scenes and fixed illumination.
Image-based relighting investigates the generation of images of ob-
jects or scenes with variable illumination without knowledge of the
geometry of the object or scene.

Since illumination behaves linearly with relation to intensity,
Nimeroff et al. [1994] noticed that a weighted sum of basis images
can result in an image of the relit object. In their technique, basis
images are generated using a set of illumination conditions defined
by the theory of steerable functions. Each basis image is a rendering
of the object from a fixed viewpoint using one of these illumination
conditions, making this technique only practical for virtual objects
or scenes.

Wong et al. [1997] introduced the concept of an apparent BRDF.
For each pixel on the image plane, an apparent BRDF is created
from a set of images of the object lit by a directional light source.
The object can be rendered with any directional illumination by
evaluating the apparent BRDF for each pixel using this direct illu-
mination. In Wong et al. [2001] spatial variation in the illumination
is possible and effects of point light sources and even spot lights can
be achieved in panoramic scenes using the apparent BRDF method.
However, geometrical information is required, rendering this tech-
nique less practical for real objects.

Lin et al. [2001] developed a method to relight real objects, in-
spired by the Lumigraph. In their method, the viewpoint is fixed
and the illumination is variable. A set of images of the object is
taken from a fixed viewpoint, lit by a point light source which is
mechanically placed at known locations on a plane. By resampling
the data, the real object can be correctly relit with any point light
source positioned on that plane and even directional light sources
are possible. Spatial variation in the illumination is, however, not
possible.

Koudelka et al. [2001] proposed an image-based technique to
relight objects with arbitrary positioned point light sources. The
surface geometry of the object can be obtained by estimating the
depth for each visible point, using two sets of basis images. With
this approximation of the geometry and one of the basis sets of
images, a relit image can be rendered.

Debevec et al. [2000] introduced the reflectance field of an object
as an 8D function. It determines how an incident light field on the
object is transformed into a radiant light field, leaving the object.

By restricting the incident light field to incident directional light
and reducing the radiant light field to one viewpoint, this 8D func-
tion can be reduced to a 4D slice of the 8D reflectance field. For real
objects, an approximation of this 4D slice was constructed by sam-
pling incident directional light on the object and taking photographs
of it. This sampling was done using a movable light source mounted
on a gantry, called a Light Stage, emitting directional light to the ob-
ject. Several other versions of this Light Stage have been developed
[Hawkins et al. 2001; Masselus et al. 2002] improving data acqui-
sition time or portability and scalability. In the same paper it was
pointed out that using more viewpoints leads to an approximation
of a 6D slice, restricting the reflectance field to only incident direc-
tional light. This was fully implemented by Matusik et al. [2002a;
2002b]. Using a set of cameras, light sources and plasma screens, a
huge amount of data was collected and processed, enabling the user
to view a directionally relit object from any viewpoint.

In this paper, we also record a 6D slice of the reflectance field,
but we keep the camera fixed and use 4D incident light fields.

In [Debevec et al. 2002], a technique was introduced to relight
objects in real life. The illumination of an environment is recreated
by the use of a Light Stage 3.0, which is a geodesic dome containing
color changing light sources aimed at the center of the dome. The
objects inside the dome can then be illuminated as if they were in
the environment. This paper hinted at the possibility of using video
projectors instead of directional uniform emitting light sources to
lit objects with spatial varying illumination. We pursued this idea
of using projectors to capture a 6D slice of the reflectance field.

3 Light fields and reflectance fields

As with the Lumigraph [Gortler et al. 1996] and Light Field Ren-
dering [Levoy and Hanrahan 1996], we enclose a part of the envi-
ronment by a surrounding surface and represent all light incident
on this volume as a 4D function, which is called the incident light
field. We choose a hemisphere as the bounding surface since it is
natural when considering incident light fields and is closely related
to the way we acquire our data set (see section 4.2). In figure 2
an incident light field on an irregular volume and the same incident
light field on a hemisphere is displayed.

Figure 2: On the left, an incident light field is shown on an irregular
volume, on the right, the same light field represented on a hemi-
sphere.

On a hemisphere, we parameterize a position with the azimuth
angle φp and tilt angle θp. For a chosen point on the hemisphere,
a direction can be parameterized in a local frame, with φa and θa
as the azimuth and tilt angle (Figure 3). This parameterization of
the plenoptic function was introduced by [Ihm et al. 1997] and was
used to render light fields in real time using graphics hardware.

A light map, representing light incident on a single point, is a
special case of an incident light field. In a light map, the value of the
incident light field is only dependent on φp and θp, and independent
of φa and θa.
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Figure 3: Parameterization of an incident light field on a hemi-
sphere. φp and φa range from 0 to 2π . θp and θa range from 0
to π/2 with 0 being the direction perpendicular to the plane con-
taining φ .

Let Ω be the 4D space of all possible incident directions on all
points of a hemisphere:

Ω = [0,2π]× [0,π/2]× [0,2π]× [0,π/2].

Within this space Ω, we can define a variable Θ as:

Θ = (φp,θp,φa,θa).

Using this parameterization, a 4D incident light field Lincident
can be expressed as:

Lincident = Lincident(φp,θp,φa,θa) = Lincident(Θ).

As introduced by Debevec et al. [2000], the reflectance field R
is an 8D function. It determines the light transfer between light
entering a bounding volume at a direction and position Θincident ,
and leaving at Θexitant :

R = R(Θincident ,Θexitant).

We restrict the reflectance field to a position on the view plane,
so the radiant light field is the 2D function Lexitant(x,y), with x and
y parameterizing the image plane (Figure 4).

Θincident

Θexitant

(x,y)

Figure 4: A 6D slice of the reflectance field determining the light
transfer from Θincident towards (x,y) on the image plane.

Since we only consider a fixed camera position, our reflectance
field R can be simplified to a 6D function:

R = R(φp,θp,φa,θa,x,y) = R(Θincident ,x,y).

The reflectance field R(Θincident ,x,y) determines how an inci-
dent light field Lincident(Θ) is transfered through the volume. We

can express the total value of Lexitant(x,y) by the relighting equa-
tion as follows:

Lexitant(x,y) =
∫

Ω
R(Θ,x,y)Lincident(Θ)dµ(Θ), (1)

with µ(Θ) a measure in space Ω.

4 Acquiring and using the 6D reflectance

field

In this section we will develop a mathematical framework to ex-
press a light field as a linear combination of basis functions. The re-
lighting equation can be approximated using this basis (section 4.1).
In section 4.2, we develop a setup to illuminate and capture the ob-
ject with the light field basis. Using this data we are able to relight
the object with an incident light field in section 4.3.

4.1 Mathematical framework

We create a set of N disjunct partitions Ωi of Ω. The union of all
these partitions Ωi cover Ω completely:

⋃

i
Ωi = Ω and Ωi

⋂

Ω j = /0 if i 6= j,∀ i, j ∈ {1, ...,N}. (2)

We define a set of N basis functions using these partitions Ωi.
Each basis function Bi is set to be the constant value 1 on the inter-
val of Ωi and 0 outside Ωi:

Bi(Θ) =







1 if Θ ∈ Ωi

0 if Θ /∈ Ωi.
(3)

With these N basis functions, we can approximate the light field
Lincident(Θ) as a linear combination:

Lincident(Θ) ≈
N

∑
i=1

liBi(Θ).

Substituting in equation 1 delivers:

Lexitant(x,y) =
∫

Ω
R(Θ,x,y)Lincident(Θ)dµ(Θ)

≈
∫

Ω
R(Θ,x,y)

(

N

∑
i=1

liBi(Θ)

)

dµ(Θ)

≈
N

∑
i=1

li

∫

Ω
R(Θ,x,y)Bi(Θ)dµ(Θ)

≈
N

∑
i=1

li

∫

Ωi

R(Θ,x,y)dµ(Θ),

or

Lexitant(x,y) ≈
N

∑
i=1

liRi(x,y), (4)

where

Ri(x,y) =
∫

Ωi

R(Θ,x,y)dµ(Θ). (5)
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Figure 5: This picture shows our setup for measuring the reflectance
field of an object (outlined in blue). The projector (outlined in red),
moves on a circular path over the object. The object itself is posi-
tioned on a turntable, to which the camera is attached (outlined in
green).

4.2 Data acquisition

In order to relight an object with an arbitrary incident light field
expressed in terms of our basis defined in equation 3, we need to
record all the terms of Ri (Equation 5). Each Ri is the transfer of
an incident light field with radiance 1 W/m2sr in the partition Ωi.
We can obtain the value for Ri(x,y) by taking a photograph of the
object with the correct illumination Bi.

We use an LCD projector as a light source, mounted on a move-
able gantry, and at the same time, the object is placed on a turntable.
The gantry is able to move the projector from 0 to 90 degrees, and
the turntable is able to rotate the full 360 degrees (Figure 5). Since
the position of the camera is fixed relative to the object, it is attached
to the turntable as well. The combination of both movements allows
us to place the projector in any position on the hemisphere relative
to the object, thereby acquiring a sampling of (φp,θp) positions.

In each of the positions, the projector emits a series of white
square patterns of constant intensity over some part of its projecting
angle. Each bundle thus projected accounts for a single illumination
of the object due to Bi, and effectively covers the entire (φa,θa)
range, relevant for our object. Figure 6 gives a schematic overview
of the acquisition.

The gantry moves the projector to each position on the hemi-
sphere, aimed at its center, and the angular range of the projector
is used to emit a pyramid of light. Not all directions for a projec-
tor position can be sampled, since the angular range of a standard
video projector is not a complete hemisphere. However, only the
reflectance of the object itself is of interest, and that requires only
a subset of all directions for each position. We can record all re-
quired information as long as the object can be illuminated com-
pletely. This constrains the size of the recordable objects by the
angular range of the projector.

The digital camera as well as the projector are calibrated, using
a GretagMcBeth ColorChecker DC, to account for color shifts. The
turntable and gantry are currently operated manually. This results
in the need for human intervention each time the position of the
gantry or turntable needs to be changed. However, the data acquisi-
tion could be automated by using a motorized turntable and gantry,
rendering human intervention obsolete.

We transform the pictures into high dynamic range (HDR) im-
ages, using the inverse response curve of the digital camera [De-
bevec and Malik 1997].

In our implementation, the images have a resolution of 1440×
960 pixels, recorded with a Canon EOS D30 digital camera. The

Figure 6: The topmost picture shows the object illuminated by the
projector emitting white light over its entire angular range. This
would be similar to data acquisition by the Light Stage. Our tech-
nique has the projector emit various basis light fields, resulting in a
partially illuminated object.

number of basis light fields Bi will directly relate to the level of de-
tail in the relit image (i.e. the sampling density of the incident light
field). Using more projector positions and more patterns requires
more basis images and, as such, a longer acquisition time.

In our setup, we used 32×7 projector positions and for each posi-
tion 16×16 patterns. This enables fairly detailed relit objects while
the amount of data and time to capture it, is still within limits. Us-
ing images with a resolution of 1440×960, RLE compression and
a noise filter on the images, the total amount of data is about 10Gb.
With Huffman compression, this can further be reduced to 6Gb. Us-
ing an effective speedup, described in section 5, the acquisition time
of the basis images can be reduced to 11 minutes for each projec-
tor position, or 41 hours for the complete data capture. We expect
this acquisition time could be significally reduced if the gantry and
turntable would be automated and if a digital video camera were to
be used.

Areas outside the bundle of light projected on the object should
in theory receive no direct light at all. However, emitting ’black’
pixels using a projector still results in some amount of emitted light.
This has to be corrected in the recorded images. Therefore, for ev-
ery projector position, an additional image is recorded while emit-
ting a completely black pattern. From the difference of each basis
image and the additional ambient image, the effect of only the white
square pattern can be computed.



4.3 Relighting

The object can be illuminated with any incident light field once the
basis images are recorded. Following equation 4, we need to find li
for each interval Ωi, given a target incident light field Lincident. By
projecting Lincident on basis Bi(Θ) we find:

Lincident(Θ) ≈
N

∑
i=1

liBi(Θ),

thus

∫

Ω
Lincident(Θ)Bj(Θ)dµ(Θ) ≈

N

∑
i=1

∫

Ω
liBi(Θ)Bj(Θ)dµ(Θ)

∫

Ω j

Lincident(Θ)dµ(Θ) ≈
N

∑
i=1

∫

Ω j

liBi(Θ)dµ(Θ).

Using equation 2:

l j =

∫

Ω j
Lincident(Θ)dµ(Θ)
∫

Ω j
dµ(Θ)

,

where l j is the mean of the incident light field Lincident over in-
terval Ω j . Since we use artificial light fields, we can compute these
values with a global illumination renderer. The relit object is then
given by:

Lexitant(x,y) =
N

∑
i=1

liRi(x,y).

A weighted sum of the pixels (x,y) in the recorded basis images
is created since Ri(x,y) represents the pixel intensity. To render
a complete image, we do this for all pixels (x,y). The weights in
the weighted sum remain constant for all pixels, thus we can create
a weighted sum for the basis images, which will result in the relit
image.

5 Data acquisition speedup

Capturing the reflectance field of an object is an enormous task.
A large amount of photographs has to be recorded. We propose a
practical technique to reduce this number of photographs. Suppose
we need to project M×M square patterns, tiled in a grid, for a single
projector position.

The idea is based on the assumption that the bundles of light have
a limited, local influence and that we can emit more than one square
pattern for each photograph. An image of each individual square
pattern can be reconstructed afterwards using the photographs of
the multiple emitted square patterns.

...

...

Figure 7: On the left, the set of horizontal patterns is shown, on the
right, the set of vertical patterns. Each set of patterns is split up into
3 sets, in such a way that the patterns are spaced out evenly.

We create a horizontal set of patterns H as shown on the left of
figure 7. Each H is constructed in such a way that each individual
square pattern does not influence another square pattern in the same
horizontal pattern H, once projected. A similar set, the vertical set
of patterns V is created as well, as depicted on the right of figure 7.
An original square pattern Bi occurs twice: once in a horizontal
set Hx and once in a vertical set Vy. By construction we know that
all other squares in the pattern do not influence Bi and that the
intersection of Hx and Vy equals Bi.

The image of projecting an individual square Bi can be recon-
structed by taking for each pixel the minimum of the corresponding
pixel values in the images resulting from projecting Hx and Vy. This
reconstruced image is an approximation of the photograph result-
ing from emitting Bi. In figure 8, an illustration of this technique is
given.

Figure 8: An illustration of the use of patterns on the two toy mon-
keys. On top, one vertical and one horizontal pattern are projected
and the resulting images are shown. At the bottom, we project a
pattern with one white square and the resulting image is displayed.
This resulting image at the bottom is approximated by taking the
minimum per pixel of the two top images which are the result of
the projection of the horizontal and vertical patterns above.

We assume that a square pattern has local influence and that the
square patterns in each horizontal and vertical pattern do not inter-
fere with each other once projected (except for the square pattern
they share).

If these assumptions are not met, this technique will fail. For
example, if the object were a diffuse concave bowl pointed toward
the camera, there would be a lot of interreflection in the bowl. Us-
ing the minimum on pixel values would not result in the effect of
a single square pattern due to this indirect light. In this case, this
technique would fail and one would be forced to project each Bi
independently. We however, had no problems using it, since the
objects we photographed had only limited interreflections. By in-
troducing a distance between the squares in the sets of patterns, the
amount of allowed interreflection can be chosen. In our implemen-
tation, we split up the sets of patterns for each row or column into 3
separate sets. This reduced the amount of photographs from 16×16
to 3×2×16. In general we can reduce the complexity of our data
acquisition from O(M2) to O(M), with M2 being the number of
squares to be projected.



6 Results

To illustrate the 4D light fields we use for relighting, we use a vi-
sualisation as shown in figure 9. For the full grid of 32×7 (φp,θp)
points on the hemisphere, we have 16×16 (φa,θa) values. Thus,
each little square shown in the mosaic shows the incoming illumi-
nation at a specific point on the hemisphere and each pixel in such
a square corresponds to a direction.

Figure 9: The environment consists of two white light sources fac-
ing each other. The light field is captured in the middle of the two
light sources. In the middle, our representation of the incident light
field is displayed. At the bottom the result of relighting the two
monkeys with this light field is shown.

If the monkeys are shifted to the left in the environment, the left
light source would illuminate the monkeys more than the right light
source. This effect can be seen in figure 11a. In figure 11b the ob-
ject is moved forward in the environment, resulting in illumination
coming mainly from the back. In both cases the light field is shown.

More results on another object can be seen in figure 12. Here, a
toy dog is placed in the same environment as the monkeys. Differ-
ent concentrations of light can be seen on the sleigh, resulting from
moving the object near one of the light sources, especially note the
shadow on the sleigh (right image).

In the previous examples, the effects of spatial variation in the
incident illumination are very subtle. In figure 13, more imagina-
tive examples are given. The incident illumination consists of spot
lights aimed at the chess pieces in the scene, and thus there is a
high-frequency spatial variation. Therefore, spatial variation in the
data aquisition process was raised to 32×32. The spot lights result
in clearly visible spatial variation in the illumination. Due to this
high-frequency spatial variation in the illumination, aliasing arte-
facts are visible. The emitted patterns can be recognized on the
ground plate, as can be clearly seen in the zoom-ins on the right of
figure 13.

Using our data set, we can also relight the object with a light
map. A comparison is made in figure 10 between our technique
and a relighting technique using a light map like in [Debevec et al.

2000]. The environment consists of three shafts of light. With our
technique, the shafts are clearly noticeable. Using only a light map
of this environment produces the lower relit image in figure 10.
These results have no spatial variation in the illumination.

Figure 10: An artificial environment in which three shafts of light
are cast onto the object. On top, we see the monkeys relit with
our technique. The shafts are clearly noticeable and the colors are
merged correctly. Notice also the complex scattering of the light in
the fur of the monkeys. The light field is displayed in the middle.
At the bottom, the result of relighting the object with a correspond-
ing light map of this environment. Using the light map, no spatial
variation in the illumination can be visualized in the relit image.

7 Conclusion and future work

We presented a technique to capture a 6D slice of the full reflectance
field, enabling us to relight objects viewed from a fixed point with
illumination varying spatially as well as angularly.

Real objects can be merged into a virtual scene using a differen-
tial technique similar to the method proposed by [Debevec 1998].
Using our relighting technique, the real object could be relit with
an incident light map of that virtual environment and objects near
the position where the real object is to be merged can result in local
reflection on the real object.

Due to the low resolution of the captured reflection field and the
use of box patterns, some aliasing effects are visible in the resulting
relit images, as can be clearly seen in figure 13. This could be easily
accommodated by capturing the reflectance field at a much finer



resolution. However, this would further increase the already huge
amount of data and acquisition time. To remove the aliasing effects,
Gaussian patterns could be used instead of box patterns, resulting
in smoother images but at the cost of blurring out the incident light
field. In future research, the use of other patterns, such as Gaussian
or gray code inspired patterns will be investigated to reduce these
aliasing effects and the amount of data to be captured.

We restricted our examples to artificial environments to relight
our objects since real environments are difficult to capture. We ex-
pect that 4D incident light fields captured in a real environment
could be used as well with our technique. We can acquire a 4D in-
cident light field of a real environment by taking photographs with a
fish-eye lense of the upper hemisphere in an environment at known
positions. Thus taking 2D samples of the 4D light field. This tech-
nique would be very similar to the one proposed by [Aliaga and
Carlbom 2001]. After resampling this acquired light field, we can
create an image of our object illuminated using this incident light
field.

Our technique captures a 6D slice of the 8D reflectance field. If
multiple camera views are used, the full reflectance field could be
captured. Because of the huge amount of data, sparser data sets to
represent the reflectance field will need to be investigated, before
the 8D reflectance field can be captured at decent resolutions.
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Figure 11: Two toy monkeys relit in an environment with two light sources from figure 9. In image (a), the monkeys are shifted leftwards
relative to the incident light field, so the brown monkey is brighter, since it is closer to a light source. In image (b), the monkeys are shifted
forward relative to the incident light field, so the illumination comes mainly from the back.
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Figure 12: A toy dog on a wooden sleigh relit with the same environment used to relight the objects in figure 9. In image (a), the sleigh is
shifted leftwards relative to the incident light field, in (b) the object is in the middle and in (c), it is shifted to the right.

Figure 13: A configuration of chess pieces relit with our algorithm. For this example 32×32 patterns were used to capture the angular variance
in the reflectance field. On the left we see the result of a set of spot lights configured in a circle. In the middle, only two spot lights are used,
aimed at the two groups of chess pieces. The two zoom-ins on the right show aliasing artefacts.


