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ABSTRACT

As the dominant container orchestration system, Kubernetes is
widely used by many companies and cloud vendors. It runs third-
party add-ons and applications (termed third-party apps) on its
control plane to manage the whole cluster. The security of these
third-party apps is critical to the whole cluster but has not been
systematically studied so far.

Therefore, this paper analyzes the security of third-party apps
and reveals that third-party apps are granted excessive critical per-
missions, which can be exploited by an attacker to escape from
the worker node and take over the whole Kubernetes cluster. Even
worse, excessive permissions of different third-party apps can be
chained together to turn non-critical issues into severe attack vec-
tors. To systematically analyze the exploitability of excessive per-
missions, we design three strategies based on different attacking
paths. These three strategies can steal the cluster admin permission
with the DaemonSet of a third-party app directly, or via the same
app’s or another app’s critical component indirectly.

We investigate the security impact of excessive permission at-
tacks in real production environments. We analyze all third-party
apps in CNCF and show that 51 of 153 (33.3%) ones have poten-
tial security risks. We further scan Kubernetes services provided
by the top four cloud vendors. The results show that all of them
are vulnerable to excessive permission attacks. We report all our
findings to the corresponding teams and get eight new CVEs from
communities and a security bounty from Google.
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1 INTRODUCTION

Kubernetes is a container orchestration system for automating
deployment, scaling, and management of containerized applica-
tions [6]. In recent years, it has been widely adopted by numerous
companies to manage their workloads [7] and used by cloud ven-
dors as their container orchestrators [18, 59, 61, 69]. According to
the CNCF (Cloud Native Computing Foundation), 89% of CNCF
end users are either using or evaluating Kubernetes [34], which
makes it a dominant player in the container orchestration market.
Sysdig report shows that Kubernetes has a commanding 75% share
of the container orchestrator market [68]. Therefore, Kubernetes
has become the de-facto standard for container orchestration.

A Kubernetes cluster usually consists of a control plane and
a data plane [8]. The control plane acts as the central controller
of the whole cluster and deploys the workload of cluster users to
worker nodes in the data plane. The control plane contains the
necessary components of Kubernetes, including kube-apiserver,
kube-scheduler, etcd, and controller-manager. Moreover, it also
runs add-ons or applications from third parties. Here we term these
third-party add-ons and applications running on Kubernetes control
plane as third-party apps. These third-party apps are used to extend
the control functionality of Kubernetes and are granted critical
permissions for cluster management. Therefore, their security is
critical to the whole cluster.

Unfortunately, the security of third-party apps has not been sys-
tematically studied before. Existing research on Kubernetes security
is mainly on the co-residency attacks [64], the DDoS attacks against
the auto-scaling [26], and misconfigurations [42, 62].
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Therefore, in this paper, we analyze the security of third-party
apps and reveal a new attack surface called excessive permission at-
tack, which can be exploited to attack the whole Kubernetes cluster.
Our key observation is that many third-party apps are granted ad-
ditional critical permissions, called excessive permissions, which can
be abused to make multiple attacks in Kubernetes, named excessive
permission attacks. For example, by abusing excessive permissions,
an attacker can escape from the worker node and gain control over
the whole Kubernetes cluster, resulting in privilege escalation in
Kubernetes.

Even worse, our study demonstrates that excessive permissions
of different third-party apps can be chained together to turn non-
critical issues into severe attack vectors.

To systematically analyze the exploitability of third-party apps’
excessive permissions, we propose three strategies based on dif-
ferent attacking paths. First, the attacker on a worker node can
exploit excessive permissions of third-party apps’ DaemonSet [9]
to directly steal the cluster admin permission, thus it escalates its
privilege in Kubernetes. Second, an attacker can leverage the Dae-
monSet’s excessive permissions to hijack the same app’s critical
component and then use their excessive permissions to indirectly
steal the cluster admin permission. Third, an attacker can utilize the
excessive permissions from the DaemonSet of one third-party app
to hijack the critical components of another third-party app and
then use them to indirectly steal the cluster admin permission. As
aresult, in all three strategies, an attacker who controls a worker
node can escalate to the cluster admin and take over the whole
cluster.

To fully investigate the security impact of excessive permission
attacks in real production environments, we develop a tool fol-
lowing our strategies and use it to scan third-party apps in CNCF
projects as well as third-party apps used in top four public clouds.
Specifically, we scan all the 153 projects in the CNCF project lists
and find that 51 (33.3%) of them have potential security risks. For
the top four public clouds, we select Google Kubernetes Engine
(GKE) [73], Amazon Elastic Kubernetes Service (Amazon EKS) [21],
Azure Kubernetes Service (AKS) [23], and Alibaba Cloud Container
Service for Kubernetes (Alibaba Cloud ACK) [32]. Our results show
that all of them are vulnerable to excessive permission attacks. In
particular, three third-party apps in Google GKE, three third-party
apps in Amazon EKS, two third-party apps in Azure AKS, and nine
third-party apps in Alibaba Cloud ACK have potential security
risks.

For the 51 vulnerable CNCF projects, we report the identified
issues to the related communities through the proper channels.
For the top four public clouds, we also report our findings to their
security teams. Our findings are confirmed and eight new CVEs have
been assigned to us. Moreover, Google has awarded us a bounty of
$1337.00 for our findings.

In summary, the major contributions of this paper are summa-
rized as follows.

New Attack Surface. We reveal that third-party apps are granted
excessive permissions, which can be abused to make attacks and
cause severe consequences (e.g., getting cluster admin permission
and taking over the whole cluster). We term these attacks as exces-
sive permission attacks.

3049

Nanzi Yang et al.

kube-scheduler/

( \
I |
| . |
I Control plane kube-apiserver [ etcd/controller- | |
: manager :
| T |
- - ~ |
1 {* Third-party apps Y
I i
1 i
I Random Random il
: H component component | :
1 i j i
1 i
: : DaemonSet DaemonSet DaemonSet DaemonSet i :
: i 1 ' n 1 . n il
i i
AN L/ )
Ny e o T T ooy T T T T T |
( 3
| |
| |
! Pod Pod :
| |
: |
| Worker node Worker node l
| |
| |

Data plane

Figure 1: The overview of Kubernetes architecture. “Random
component” means a randomly-deployed component.

Attacking Strategies. We analyze the attack paths systematically
by designing three attacking strategies. These three strategies can
steal the cluster admin permission from the DaemonSet of a third-
party app directly, or via the same app’s or another app’s critical
component indirectly.

Practicality Evaluation. We analyze all third-party apps in CNCF
and show that 51 of 153 (33.3%) ones have potential security risks.
We further scan Kubernetes services provided by the top four public
clouds. The results show that all of them are vulnerable to excessive
permission attacks.

Community Impact. We report all our findings to the correspond-
ing teams and get eight new CVEs from communities and a se-
curity bounty from Google. We also plan to open-source our tool
at https://github.com/XDU-SysSec/ExcessivePermissionAttack so
that it can help researchers and developers pinpoint the weak points
of their third-party apps.

The rest of this paper is structured as follows. We introduce the
necessary background knowledge in §2. We use a real example as a
motivation to illustrate the details of the excessive permission attack
in §3. We give out three strategies for making excessive permission
attacks via third-party apps in §4. We scan excessive permission
risks in CNCF projects and cloud vendors in §5. We discuss the
measurements to mitigate these issues in §6. We summarize the
related work in §7 and conclude our paper in §8.

2 BACKGROUND

In this section, we present the necessary background knowledge of
our work, including the Kubernetes architecture, third-party apps
of Kubernetes, and role-based access control.

2.1 Kubernetes Architecture

Kubernetes is a container orchestration system that provides a
framework for creating and managing containers at scale. The
overview of Kubernetes architecture is shown in Figure 1. Partic-
ularly, a Kubernetes cluster comprises a control plane and a data
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plane. The control plane is responsible for managing and main-
taining the cluster, which contains the Kubernetes components
and third-party apps. The data plane is responsible for running
workloads of different users, and it contains all pods of different
users that are running on multiple worker nodes.

In the control plane, several Kubernetes components (includ-
ing kube-apiserver, kube-scheduler, etcd, and controller-manager)
maintain the cluster’s functionalities. For example, kube-apiserver
provides the cluster’s Restful API front end, through which contain-
ers can interact with multiple Kubernetes resources. In addition,
there are usually a number of third-party apps in the control plane
to extend the cluster’s functionalities and serve the entire cluster. A
typical third-party app contains two types of components accord-
ing to their different running locations, i.e., the DaemonSet and
one or more randomly-deployed components (random components
for short). Specifically, the DaemonSet is a set of pods and each of
them runs on a separate worker node. The random components of a
third-party app are sets of pods that run on worker nodes randomly,
which could be Kubernetes Deployments [10], StatefulSets [16], and
so on. As shown in Figure 1, there are multiple third-party apps
in a Kubernetes cluster. The DaemonSets of third-party apps are
running on each worker node (i.e., DaemonSet 1, ..., DaemonSet
n). While the random components of different apps are running on
worker nodes randomly (e.g., the random component i is running
on the first worker node, and j is running on the last worker node).

In the data plane, a pod is a group of one or more containers that
share storage and network resources, which is the basic unit created
and managed by Kubernetes. The worker nodes, which reside on
physical or virtual machines, are responsible for running containers
of different users. For security purposes, cloud vendors typically
recommend running different users’ containers on separate worker
nodes to prevent container breakouts [70], isolate workloads [20]
and tenants, and enforce access controls [24].

2.2 Third-party Apps of Kubernetes

Third-party apps of Kubernetes are a series of software that can
be installed and run in the Kubernetes cluster. They provide exter-
nal functionalities for interacting with underlying resources and
improve the effectiveness of the Kubernetes cluster.

There are lots of third-party apps in the real world, which are
maintained by different vendors and communities. Specifically,
there are 153 projects in the CNCF project lists, which are divided
into three groups, i.e., graduated, incubating, and sandbox. For ex-
ample, Rook! is a graduated project (or app) to provide cloud-native
storage for Kubernetes. And Kubevirt? is an incubating project
for managing virtualization workloads inside a Kubernetes clus-
ter. While Kubewarden® is a sandbox project which offers a policy
engine for Kubernetes.

Besides, cloud vendors use a number of third-party apps in their
business environments. For example, Google GKE [73] uses third-
party apps for extending its features [71]. Amazon EKS has multiple
third-party apps for managing underlying AWS resources such
as networking, computing, and storage [19]. Azure AKS enables

!https://rook.io/
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Name: kubevirt-operator
Labels: kubevirt.io=
Annotations: <none>
Role:
Kind: ClusterRole
Name: kubevirt-operator
Subjects:
Kind Name Namespace
ServiceAccount kubevirt-operator kubevirt

Figure 2: The kubevirt-operator ClusterRoleBinding,. It binds
the kubevirt-operator ClusterRole to the kubevirt-operator ser-
vice account.

Name: kubevirt-operator
Labels: kubevirt.io=
Annotations: <none>
PolicyRule:

Resources Non-Resource URLs Resource Names Verbs

secrets [] [create list get watch]

Figure 3: The kubevirt-operator ClusterRole. It has the “list”
verb of the “secrets” resource.

Name: kubevirt-handler

F.’c;iicyRule:
Resources Non-Resource URLs Resource Names Verbs

[patch list watch get]

Figure 4: The kubevirt-handler ClusterRole. It has the “patch”
verb of the “nodes” resource.

several third-party apps to provide extra capabilities for Kubernetes
clusters [22]. And Alibaba Cloud ACK leverages third-party apps to
enable multi-host networking and other extra functionalities [33].

However, third-party apps of Kubernetes are usually developed
and maintained by different third-party software vendors. Among
these vendors, a number of them may lack security experts to review
the source code of their apps. Thus, such apps possibly introduce
potential security risks, e.g., applying for excessive permissions
unnecessary for apps to work properly, which motivates us in this
work.

2.3 Role-based Access Control

Kubernetes enables role-based access control (RBAC) by default
to restrain the container’s access permissions to Kubernetes re-
sources [17]. In the RBAC mechanism, permissions are grouped into
Roles and ClusterRoles [12], which can be granted to the pod’s ser-
vice account [15] through the RoleBinding and ClusterRoleBinding
operations. The permissions granted by ClusterRoleBinding apply
to the entire cluster, and the permissions granted by RoleBinding
are limited to a specific Kubernetes namespace [11]. When con-
tainers make resource access requests to the kube-apiserver, only
requests that comply with the RBAC permissions will be allowed.
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For example, the third-party app Kubevirt has a random com-
ponent named virt-operator, which has a service account called
kubevirt-operator. As shown in Figure 2, the kubevirt-operator
service account has a ClusterRoleBinding called kubevirt-operator
(line 1), which binds the kubevirt-operator ClusterRole (line 6)
to the kubevirt-operator service account of the kubevirt names-
pace (line 10). As shown in Figure 3, the kubevirt-operator Clus-
terRole (line 1) has a “list” verb of the “secrets” resource (line 8),
which enables the virt-operator component of the app to list all
the secrets in the entire cluster. This permission is excessive for
the virt-operator component, as it only needs to retrieve several
specific secrets inside the kubevirt namespace (e.g., kubevirt-ca,
kubevirt-export-ca, etc.), but not all the secrets in the whole cluster.
Secrets are objects that contain sensitive data such as passwords,
tokens (e.g., the cluster admin token), or keys [13]. Note that mul-
tiple service account tokens, including the cluster admin token
if created, are stored as “secrets” resources inside the Kubernetes
cluster. Retrieving all secrets allows the attacker to acquire all user
tokens across the whole cluster. In other words, the virt-operator
component of the app can leverage this excessive permission to
obtain the cluster admin token, which provides superuser access to
the Kubernetes cluster.

Besides the random component virt-operator, Kubevirt has
a DaemonSet called virt-handler, which has a set of pods run-
ning on each node. The service account of virt-handler is bonded
with a ClusterRole named kubevirt-handler via ClusterRoleBind-
ing. As shown in Figure 4, this ClusterRole has a “patch” verb of
the “nodes” resource, which is able to update field(s) of the “nodes”
resource using strategic merge. This permission is excessive for
the virt-handler DaemonSet, as it makes the virt-handler on a
single node modify all the worker nodes in the entire cluster. As a
result, the virt-handler running on a worker node can abuse this
excessive permission to patch (or modify) all other nodes in the
cluster and force the virt-operator to run on its own node.

In a real scenario, a malicious user can chain these excessive
permissions together to build attack vectors. More specifically, an
attacker can first abuse the excessive permission of virt-handler
to force the virt-operator to run on its own node. After that, the
attacker can exploit the excessive permission of virt-operator to
steal the cluster admin token. As a result, the attacker gains full
control over the whole cluster, which is similar to obtaining root
user privileges in Linux/Unix. We present more details in §3.2.

3 MOTIVATION

In this section, we first describe the threat model and assumptions
of our work. Then we present the motivation of this paper and use
a real example to illustrate the details.

3.1 Threat Model and Assumptions

In this paper, we assume that an attacker controls one worker node
of Kubernetes (a.k.a, attacker-controlled worker node), and aims
to take over the whole cluster. Note that in a real scenario, if an
attacker has access to the applications in the cluster, the attacker
can: (1) compromise the applications running inside the container,
(2) perform a container escape to compromise a worker node, and
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(3) take control of the whole cluster. Our paper concentrates on
the third step. This assumption is based on several factors. First,
application compromising and container escapes are prevalent in
real-world scenarios [29, 49, 51, 55, 58]. A malicious user who has
access to applications inside a container can first leverage vulnera-
bilities of applications to compromise the container [29, 55]. After
that, the attacker is able to exploit multiple existing vulnerabilities
to break out the container and compromise a worker node [65].
Second, in a Kubernetes scenario, what happens after compromis-
ing a node is unknown. More specifically, a container escape only
compromises a single node without affecting the workloads on
other nodes. Third, there is a commonly held belief that worker
nodes provide strong isolation [20, 24, 70]. For example, Google
GKE suggests isolating workloads in separate nodes to reduce the
risk of privilege escalation [70]. Amazon EKS recommends isolating
tenant workloads to specific nodes to increase isolation in the soft
multi-tenancy model [20]. Azure AKS proposes to use dedicated
nodes for isolating teams and workloads [24]. In contrast, our re-
search shows that the excessive permissions of third-party apps
can be abused to break the isolation of worker nodes and take over
the whole cluster, showing the cases that which the common belief
does not hold.

On the restriction side, the third-party apps are deployed follow-
ing their official documents. In addition, other Kubernetes restric-
tions work properly to harden the cluster following the Kubernetes
best practices [14]. Specifically, these restrictions include control-
ling accesses to the Kubernetes APIs, controlling accesses to the
Kubelet, controlling the capabilities of a workload or user at run-
time, and protecting cluster components from being compromised.

In the following, we use a real example to show that even if the
aforementioned restrictions are in place, an attacker who controls
one worker node can still abuse the excessive permissions of third-
party apps to take over the whole cluster, which poses a high impact
on the cluster’s confidentiality, integrity, and availability.

3.2 Motivating Example: Excessive Permission
Attack via Kubevirt

Kubevirt? is a Kubernetes third-party app that manages virtual ma-
chines inside a Kubernetes cluster, and it is widely adopted by mul-
tiple companies (e.g., ARM, Nvidia, and RedHat) [45]. Specifically,
Kubervirt has two components. One component is the virt-handler,
which is the DaemonSet [9] that runs a pod on each worker node.
The other component is the virt-operator, which is a random com-
ponent running as a Kubernetes Deployment [10] on worker nodes
randomly.

Attack Definition. The excessive permissions refer to those per-
missions unrelated to the app’s normal functionalities. In other
words, these permissions are granted to the app’s components even
though they are unnecessary for the proper functioning of the app.
An attacker can abuse these excessive permissions to launch attacks,
which we call excessive permission attacks.

For example, in Kubevirt, the virt-handler is a DaemonSet with
excessive permissions that can be exploited to update the prop-
erties of all worker nodes, and we call such DaemonSet critical
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DaemonSet. The virt-operator is a random component with ex-
cessive permissions that can be used to obtain all secrets inside
the entire cluster, including the cluster admin’s secret if created,
and we call such component critical component. By combining the
excessive permissions of the critical DaemonSet and the critical
component, we are able to launch an excessive permission attack
that results in privilege escalation to take over the whole cluster.

It is worth pointing out that any permissions granted to the
app beyond what is essential for its normal functionalities can
be considered excessive. In other words, the concept of excessive
permissions can vary depending on the runtime semantics of a
specific application. Furthermore, the consequences of excessive
permission misuse can raise issues beyond taking over the whole
cluster. For instance, third-party apps are able to acquire unrelated
permissions from the current app, which may also lead to other
various issues.

Attack Vector Analysis. The excessive permission attack via Kube-
virt is shown in Figure 5. Specifically, to launch an attack, it requires
two steps. First, the attacker abuses the critical DaemonSet (i.e.,
virt-handler) to force the critical component (i.e., virt-operator)
to run on the attacker-controlled worker node. Particularly, the ser-
vice account of virt-handler is kubevirt-handler, which has a Clus-
terRole named kubevirt-handler via the kubevirt-handler Cluster-
RoleBinding. The kubevirt-handler ClusterRole has a “patch” verb
of the “nodes” resource, which is able to patch (or modify) all the
worker nodes in the entire cluster. Thus, the attacker can abuse the
“patch” excessive permission to patch all other worker nodes with
“node.kubernetes.io/unschedulable: NoExecute” taint. Note that the
taint is a property of worker nodes that allows a worker node to
repel a set of pods. As a result, by patching all other worker nodes
with this taint, the virt-operator component will be evicted from
all other worker nodes and forced to run on the attacker-controlled
worker node (@ in Figure 5).

Second, the attacker can abuse the excessive permission of the
critical component (i.e., virt-operator) to make a privilege escala-
tion. As described in §2.3, the service account of the virt-operator
is kubevirt-operator, which has a kubevirt-operator ClusterRole
via kubevirt-operator ClusterRoleBinding. The kubevirt-operator
ClusterRole has the “list” verb of the “secrets” resource. Thus, the
attacker can use the service account token of virt-operator to ob-
tain all secrets in the whole cluster, including the cluster admin’s
secret (® in Figure 5). This attack leads to a privilege escalation
that takes over the whole cluster.

Note that in the above process, a typical third-party app like
Kubevirt has a critical DaemonSet and a critical component with
excessive permissions, and these permissions are not needed by the
app to exhibit its normal functionalities. Thus, if an attacker controls
a worker node, he/she can abuse these excessive permissions to
steal the cluster admin permission and take over the whole cluster,
which results in a privilege escalation.

We report this vulnerability to the Kubevirt community. They
confirm the issue and fix it by adding the resource name to restrain
what secrets can be accessed by the kubevirt-operator service ac-
count. Further, a new CVE (i.e., CVE-2023-26484) has been assigned
to us.
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Figure 5: Excessive permission attack via Kubevirt. The
virt-operator component is forced to run on the attacker-
controlled worker node and it lists all secrets inside the en-
tire cluster.

4 EXCESSIVE PERMISSION ATTACKING
STRATEGY

To systematically identify ways to launch excessive permission
attacks via third-party apps, we design three strategies based on
different exploiting paths of excessive permissions, as shown in Fig-
ure 6. Particularly, there are two types of components that have
excessive permissions from a third-party app, i.e., critical Daemon-
Set and critical component, which run on worker nodes. Further-
more, one or more third-party apps run in the same cluster. Our
main attacking strategy is that an attacker can abuse the excessive
permissions of the critical DaemonSets to steal the cluster admin
permission directly, or chain excessive permissions of critical Dae-
monsets with excessive permissions of critical components from
the same or another third-party app to obtain the cluster admin
permission indirectly.

The attacking strategies to make excessive permission attacks
via third-party apps are shown in Figure 6. Specifically, an attacker
can abuse the excessive permissions of the critical DaemonSet from
one third-party app to steal the cluster admin permission directly
(strategy @). As well, an attacker can hijack the critical component
from the same app (strategy @) or another app (strategy ®) to force
the (critical) component to run on the attacker-controlled worker
node, and then he/she combines the excessive permissions of the
critical DaemonSet and the critical component to steal the cluster
admin permission. For each strategy, we present an example of
carrying out the attacks.

4.1 Obtaining the Cluster Admin Permission
Directly

Our first strategy (i.e., the strategy @ as shown in Figure 6) is to
leverage the third-party app’s critical DaemonSet to steal the cluster
admin permission. Specifically, the attacker-controlled worker node
has pods of DaemonSets for multiple third-party apps. If one critical
DaemonSet has excessive permissions that can obtain the cluster
admin permission (e.g., the “get” verb of the “secrets” resource),
then the attacker can abuse the critical DaemonSet’s service account
to steal the cluster admin permission directly, which results in a
privilege escalation.
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Figure 6: The attacking strategies to make excessive permission attacks via third-party apps.

For example, CubeFS* is a third-party app that has a critical Dae-
monSet cfs-csi-node. This critical DaemonSet’s service account
cfs-csi-service-account has a cfs-csi-cluster-role ClusterRole
via the cfs-csi-cluster-role-binding ClusterRoleBinding, and this
ClusterRole has the “get” verb of the “secrets” resource. Hence, an
attacker-controlled worker node can use the excessive permission of
the cfs-csi-node to obtain the cluster admin secret directly, which
leads to a privilege escalation. We provide further details in §5.3.

4.2 Hijacking Critical Components of the Same
App

Our second strategy (i.e., the strategy @ as shown in Figure 6) is
to leverage the third-party app’s critical DaemonSet to hijack one
certain critical component of the app, and then use the critical
component to get the cluster admin permission. Specifically, the
attacker can abuse critical DaemonSet’s excessive permissions to
force the critical component of the same app to run on its own
worker node. After that, it leverages the excessive permissions
of the critical component to steal the cluster’s admin permission
indirectly, which makes an excessive permission attack.

For example, as described in §3, Kubevirt’s critical Daemon-
Set (i.e., virt-handler) is able to force its critical component (i.e.,
virt-operator) to run on the attacker-controlled worker node. Af-
ter that, the critical component’s service account can be leveraged
to get the cluster admin’s token, thus it causes a privilege esca-
lation. Besides Kubevirt, other third-party apps also have critical
DaemonSets and critical components which can be combined to
make similar attacks. We present more attacks in §5.3.

4.3 Hijacking Critical Components of Other
Apps

In real-world scenarios, multiple third-party apps often run simul-
taneously in the same Kubernetes cluster. As the strategy ® shown
in Figure 6, if excessive permissions of one third-party app are not
sufficient to launch an attack, the attacker can hijack another app’s
critical component to force it to run on the attacker-controlled

“https://cubefs.io/
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worker node, and then he/she chains the excessive permissions of
different third-party apps together to perform a real attack.

For example, as described in §3, Kubevirt fixes its problem by
restraining the secrets that can be accessed by the virt-operator.
However, the critical DaemonSet of Kubevirt, i.e., virt-handler,
can still patch other worker nodes in the cluster. If another third-
party app’s critical component has “get/list” verbs of the “secrets”
resource, the attacker can force the app’s critical component to run
on the attacker-controlled worker node and exploit its excessive
permissions to steal the cluster admin’s secret, which results in a
privilege escalation. We provide more attacks in §5.3.

5 PRACTICAL EXCESSIVE PERMISSION
ATTACKS

In this section, we first present our approach to identifying attack
vectors. Then we use real cases to validate the identified attack
vectors and give out detailed steps for making excessive permission
attacks with third-party apps. We measure all the third-party apps
from the CNCF projects in our local environment, and it indicates
that 51 of 153 (33.3%) CNCF projects have vulnerabilities. We mea-
sure third-party apps used by the Kubernetes services from the top
four cloud vendors, including Google GKE, Amazon EKS, Azure
AKS, and Alibaba Cloud ACK, and all of them have vulnerabilities
in their third-party apps. The results show that our attack surface
is practical and has severe consequences.

5.1 Identifying Attack Vectors

We implement our attacking strategies into a semi-automatic ap-
proach to identify attack vectors systematically, which consists of
three steps: (1) installing each third-party app manually, (2) identi-
fying critical applications automatically, and (3) launching attacks
manually.

For the first step, we install each third-party app in a Kubernetes
cluster manually. For the second step, we develop a script to scan
and identify critical apps automatically. This script is implemented
based on our strategies discussed in §4. Note that we regard an app
as critical if the app has a critical DaemonSet or critical component.
To make the collection, we identify critical DaemonSet by checking
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Table 1: Experiment environments setup. “Distribution” means the version of Kubernetes in different environments, “VM”
means the hardware configurations (including the number of CPU cores and the space of memory) for virtual machines,
“Containerd” means the version of contained runtime, and “Dataset selection” means the selection source of third-party apps.

Environments Distributions Topology VM oS Containerd | Datset selection
1 control plane, o
Local v1.25.4 control plane 4 cores, 8GB Ubuntu 20.04 1.6.8 CNCEF project lists
2 worker nodes
Google GKE v1.24.9-gke.3200 3 worker nodes | 2 cores, 4GB Container-Optimized 1.6.20 GKE startup Ul
v1.24.10-eks-48e63af .
Amazon EKS v1.23 16-cks-48063af 3 worker nodes 2 cores, 4GB | Amazon Linux 2 (AL2_x86_64) 1.6.19 EKS startup UL
Azure AKS v1.24.9 2 worker nodes | 4 cores, 16GB AKSUbuntu 18.04 1.6.18 AKS startup Ul
Alibaba Cloud 3 control planes, . .
thaba iou v1.24.6-aliyun.1 ControT planes, - cores, 8GB Alibaba Cloud Linux 2.1903 1.5.13 ACK startup UL
ACK 3 worker nodes

if the DaemonSet of a third-party app has excessive permissions to
steal the cluster admin permission directly, or if it can force other
components to run on the attacker-controlled worker node. Further,
we identify critical components by looking for components with
excessive permissions that can be used to steal the cluster admin
permission. For the third step, we manually launch real attacks
with these identified third-party apps in the cluster and find real
vulnerabilities.

For example, for the attack presented in §3.2, we install the
Kubevirt app in our local cluster and run the script tool. As a result,
we find that the virt-handler DaemonSet of the app has a “patch”
verb for the “nodes” resource, and the virt-operator component
has a “get/list” verb for the “secrets” resource. Thus, following the
strategy @ as shown in Figure 6, we launch an excessive permission
attack with the Kubevirt app, and it results in a privilege escalation.
We then report this vulnerability to the Kubevirt community and
they assign us a new CVE.

In summary, as for our manual efforts, it takes two weeks to
design and develop our script. Subsequently, for each app, it takes
about one hour to install and set up environments, followed by
about three hours to manually trigger the attacks. We invest two
months in completing all experiments presented in this paper.

5.2 Setting up Third-party Apps

Ethical Considerations. For the cloud environments, we intend
to evaluate the attacks without causing real-world impact. The
excessive permission attacks can result in privilege escalations and
generate cluster-level implications in Kubernetes, which makes
it unethical to conduct such attacks in multi-tenant cloud-vendor
environments. Therefore, we choose to evaluate our attacks on
dedicated Kubernetes clusters provided by cloud vendors such as
Google GKE [73], Amazon EKS [21], Azure AKS [23], and Alibaba
Cloud ACK [32]. As we are the only tenant in such clusters, we
can conduct our attacks without compromising the security and
privacy of other tenants.

Third-party apps setup of the local environment. In our local
environment, we select the CNCF projects [37, 38] as the dataset
of third-party apps to evaluate the impact of excessive permission
attacks. As described in §2.2, there are three types of CNCF projects.
Specifically, at the time of writing this paper, there are 20 grad-
uated, 38 incubating, and 95 sandbox projects, respectively. We
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install these projects following their official documents. The other
configurations are summarized in Table 1.

Third-party apps setup of Google GKE. In Google GKE, we only
select those third-party apps which can be enabled in the GKE clus-
ter startup Ul to evaluate the impact of excessive permission attacks.
We select these apps instead of ones from the GKE marketplace [72]
or other resources because the apps from the start-up UI have a
higher probability of usage. Thus, identifying the vulnerabilities
of these applications holds greater practical significance for cloud
vendors.

In summary, the GKE enables 14 third-party apps, including the
Config Connector, Managed Service for Prometheus, Dataplane
V2, Filestore CSI Driver, Logging, HTTP load balancing, Workload
Identity, Cloud Monitoring, Kube-DNS, Cloud DNS, NodeLocal
DNSCache, Compute Engine Persistent Disk CSI Driver, Calico
Network policy, and Anthos. We summarize other installation con-
figurations in Table 1.

Third-party apps setup of Amazon EKS. In Amazon EKS [21],
for a similar reason, we also only select those third-party apps which
can be enabled in the EKS startup UL In total, the EKS enables 13
third-party apps, including Amazon VPC CNI, CoreDNS, Kube-
proxy, Amazon EBS CNI driver, ADOT, Amazon GuardDuty agent,
Kubecost, Dynatrace Container Agent, Teleport OSS, Tetrate Istio
Distro (TID), Upbound Universal Crossplane (UXP), Datree, and
Kpow for Apache Kafka. Note that the TID can only be enabled
in the EKS version up to 1.24, and the UXP can only be enabled in
the EKS version up to 1.23. So we run an EKS cluster with version
1.23 to install and analyze the UXP. For TID and other third-party
apps, we enable them in an EKS cluster with version 1.24. Other
installation configurations are summarized in Table 1.
Third-party apps setup of Azure AKS. In Azure AKS [23], we
only select those third-party apps which can be enabled in the AKS
cluster startup UL In total, AKS enables 7 third-party apps, including
Network configuration Kubenet, Network configuration Azure CNI,
Network policy Calico, Network policy Azure, Container Logs,
Azure Policy, and Secret store CSI driver.the other setups are also
summarized in Table 1.

Third-party apps setup of Alibaba Cloud ACK. The Alibaba
Cloud ACK also uses third-party apps to extend the cluster’s capa-
bilities (e.g., network connection, resource monitoring, etc.). Sim-
ilar to the former three vendors, we only select those third-party
apps through the ACK cluster startup UL As a result, ACK enables
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Table 2: Result summary of CNCF projects. “No.” means the
number of identified projects.

Project type | Strategy® No. | Strategy® No. | Strategy ® No. | Identified/Total
Graduated 1 - 1 2/20
Incubating 2 1 13 16/38

Sandbox 2 5 26 33/95
Summary 5 6 40 51/153

13 third-party apps, i.e., Prometheus Monitoring, node-problem-
detector, CSI Volume Plugin, Flannel, Terway, Log Service, NodeLo-
cal DNSCache, CloudMonitor Agent, Nginx Ingress, MSE Ingress,
ALB Ingress, Cluster Inspect, and the Dynamically Provision Vol-
umes. The other startup configurations are listed in Table 1.
Usages of third-party apps. Note that third-party apps which
assign us CVEs are widely adopted or supported by multiple compa-
nies. More specifically, Kubevirt has multiple adopters such as ARM,
Nvidia, and RedHat [45]. CubeFS is used by multiple companies
such as JD.com, NetEase, OPPO [54]. OpenKruise is adopted by mul-
tiple companies such as Alibaba Group, Ant Group, LinkedIn, and
so on [54]. Fluid is adopted by multiple companies such as Alibaba
Cloud, Tencent Cloud, Baidu AI Cloud, and so on [36]. Kubewarden
is adopted by SUSE, Firesight Mining Software Corporation, and so
on [46]. Open Cluster Management is supported by Alibaba Cloud,
Ant Group, Redhat, and so on’. Clusternet is modified and adopted
by Tencent Cloud [30, 31]. OpenFeature is adopted by multiple
organizations such as Dynatrace, Ebay, Proofpoint, and so on [53].

Additionally, all other third-party apps in our experiments are
sourced from CNCF project lists and cloud environments, which are
widely used and supported by big companies. We do not disclose
them due to ethical considerations.

5.3 Identifying Vulnerabilities of CNCF Projects

To demonstrate the effectiveness of excessive permission attacks on
open-source projects, we use our tool to scan third-party apps from
the CNCF project lists. Table 2 presents the result summary of CNCF
projects. More specifically, we identify 2, 16, and 33 third-party apps
in graduated, incubating, and sandbox projects, respectively. Over-
all, there are 51 of all 153 (33.3%) CNCF projects that have potential
security risks of making excessive permission attacks. Among them,
5 projects involve strategy @ in Figure 6, 6 projects involve strat-
egy @ in Figure 6, and 40 projects involve strategy @ in Figure 6. In
addition, the identified projects cover all three attacking strategies
presented in §4.

In the following, to present how to carry out excessive permis-
sion attacks following our strategies in a real scenario, we launch
attacks with typical apps which assign us CVEs to illustrate the
details. Note that eight CVEs are assigned to us and we have dis-
cussed the attack via Kubevirt in §3.2. Next, we present the attacks
via other seven third-party apps. The result summary of exces-
sive permission attacks via typical third-party apps in our local
environment is shown in Table 3.

5.3.1 Excessive Permission Attack with CubeFS. The first attack
involves exploiting the excessive permissions of the CubeFS’ critical
DaemonSet via the strategy @ in Figure 6. This allows an attacker
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to obtain the cluster admin’s token, thereby it carries out a privilege
escalation via CubeFS.

CubeFS* is an open-source cloud-native file storage system,
which is hosted by the CNCF as an incubating project. As shown
in Table 3, the CubeFS has a cfs-csi-node critical DaemonSet,
which runs a pod on each node of a Kubernetes cluster. The crit-
ical DaemonSet uses a service account cfs-csi-service-account,
which is assigned a cfs-csi-cluster-role ClusterRole via a Clus-
terRoleBinding named cfs-csi-cluster-role-binding. This Clus-
terRole has the “get/list” verbs of the “secrets” resource. Thus, on
an attacker-controlled worker node, the attacker can abuse the ex-
cessive permissions of the critical DaemonSet to obtain all secrets
directly, including the cluster admin’s secret if created, and escape
from a worker node to take over the whole cluster. We report this
vulnerability to the CubeFS community, and they fix this issue and
assigned us a new CVE (i.e., CVE-2023-30512).

5.3.2  Excessive Permission Attack via OpenKruise. The second at-
tack involves exploiting excessive permissions in OpenKruise’s
critical DaemonSet via the strategy @ in Figure 6. Similar to the
CubeFS, OpenKruise has one critical DaemonSet, which can be
leveraged by the attacker to get the cluster admin’s token and
result in a privilege escalation.

OpenKruise® is a CNCF incubating project, which provides open-
source automated management of large-scale applications in Ku-
bernetes. As shown in Table 3, the OpenKruise has a kruise-daemon
critical DaemonSet, which runs a pod on each node of a Kubernetes
cluster. The kruise-daemon DaemonSet uses the kruise-daemon ser-
vice account, which is assigned the kruise-daemon-role ClusterRole
via the kruise-daemon-rolebinding ClusterRoleBinding. This Clus-
terRole has “get/list” verbs of the “secrets” resource. Thus, similar
to the excessive permission attacks via CubeFS, the attacker can
leverage these excessive permissions to get/list all secrets in the
whole cluster (including the cluster admin’s token if created), and
thus it makes a privilege escalation. We report this vulnerability
to the OpenKruise community and they fix this issue. A new CVE
CVE-2023-30617 has been assigned to us.

5.3.3  Excessive Permission Attack with Fluid. The third attack in-
volves an excessive permission vulnerability in Fluid via the strat-
egy @ in Figure 6. An attacker can exploit the excessive permission
of the Fluid’s critical DaemonSet to hijack the critical component
of Fluid to run on the attacker-controlled worker node. After that,
he/she leverages the excessive permission of the critical component
to retrieve all secrets in the whole cluster, including the cluster
admin’s token if it is created, which results in a privilege escalation.

Fluid® is a Kubernetes-native distributed dataset orchestrator,
which is a CNCF sandbox project. As shown in Table 3, the Fluid
has a csi-nodeplugin-fluid critical DaemonSet. Additionally, the
Fluid has a fluid-webhook critical component, which is a Kubernetes
Deployment that runs on worker nodes randomly.

For the csi-nodeplugin-fluid critical DaemonSet, its service ac-
count is fluid-csi, which has a fluid-csi-plugin ClusterRole via
fluid-csi-plugin ClusterRoleBinding. The fluid-csi-plugin Clus-
terRole has a “patch” verb of the “nodes” resource, and this excessive

Shttps://openkruise.io/
®https://fluid-cloudnative.github.io/
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Table 3: Result summary of excessive permission attacks via typical third-party apps in our local environment. “Component
name” means the name of critical DaemonSet or critical component, and “Type” means the component’s type.

App name CVE-ID Component name Type Service account ClusterRole Excessive permission
CubeFS 2023-30512 cfs-csi-node DaemonSet cfs-csi-service-account cfs-csi-cluster-role get/list secrets
OpenKruise | 2023-30617 kruise-daemon DaemonSet kruise-daemon kruise-daemon-role get/list secrets
Kubevirt 2023-26484 V'irt—handler DaemonSet kubev'irt—handler kubev}rt—handler list/pé'itch nodes
virt-operator Deployment kubevirt-operator kubevirt-operator get/list secrets
Fluid 2023-30840 csi-nqdeplugin-ﬂuid DaemonSet .ﬂuid-csi ﬂui'd-csi-plugin pat?h nodes
fluid-webhook Deployment fluid-webhook fluid-webhook get/list secrets
kub, den-controller-
Kubewarden | 2023-22645 kubewarden-controller Deployment kubewarden-controller ubewarden-controtier get/list secrets
manager-cluster-role
-cluster-: t:
cluster-manager-registration- cluster-manager-registration- open-cluster-managemen escalate/bind verbs of
Open Cluster Deployment cluster-manager-
2023-2250 controller controller-sa . . clusterroles
Management registration:controller
escalate/bind verbs of
cluster-manager Deployment cluster-manager cluster-manager clusterroles,
get/list secrets
Clusternet 2023-30622 clusternet-hub Deployment clusternet-hub clusternet:hub * verbs of ** resources
OpenFeature | 2023-29018 open-feature-operator- Deployment open-feature-operator- open-feature-operator- list/update \{erbs of
controller-manager controller-manager manager-role clusterrolebindings
@ list verb of @ list verb of
secrets resource Kube- kube- secrets resource
apiserver 5 apiserver
i
1
steal the cluster S 1 steal the cluster
admin’s token -~ ~ - : admin’s token
1
/ 1
= © patch verb of o itical @ patch verb of Critical
Critical nodes resource Critical Critical nodes resource component
component DaemonSet DaemonSet of kube\F:larden-
fluid-webhook csi-nodeplugin-fluid Kubevirt/Fluid controller
Worker node Attacker-controlled Attacker-controlled
worker node worker node Worker node

Figure 7: Excessive permission attack via Fluid. The attacker
can leverage the cfs-nodeplugin-fluid critical DaemonSet to
force the fluid-webhook critical component to run on the
attacker-controlled worker node, which can be leveraged
to get the cluster admin’s token.

permission can be leveraged to patch other nodes with unschedu-
lable taint. For the fluid-webhook critical component, its service
account is fluid-webhook, and it has a fluid-webhook ClusterRole
through the fluid-webhook-clusterrolebinding ClusterRoleBind-
ing. The ClusterRole has “get/list” verbs of the “secrets” resource,
and this excessive permission can be used to get all secrets in the
whole cluster.

Therefore, as shown in Figure 7, similar to the Kubevirt attack
we discussed in §3.2, an attacker can exploit the excessive per-
mission of the csi-nodeplugin-fluid to patch other nodes with
“node kubernetes.io/unschedulable: NoExecute”. As a result, the
fluid-webhook will be evicted from its original node and forced
to run on the attacker-controlled worker node (@ in Figure 7).
After that, the attacker can abuse the excessive permissions of
fluid-webhook to obtain all secrets (including the cluster admin’s

Figure 8: The potential risk of Kubewarden. The attacker can
leverage the DaemonSet of other apps to force the Kubewar-
den’s critical component to run on the attacker-controlled
node, then he/she can use its excessive permission to get the
cluster admin’s token.

token) in the entire cluster (8 in Figure 7). We report this vulnera-
bility to the Fluid community. They fix this problem and assign us
anew CVE (i.e., CVE-2023-30840).

5.3.4 A Potential Risk of Kubewarden. The fourth case is a poten-
tial risk of Kubewarden?, which is a CNCF sandbox project. First,
Kubewarden’s critical component (i.e., kubewarden-controller) can
be forced to run on the attacker-controlled worker node via other
third-party apps. After that, the excessive permissions of this crit-
ical component can be abused to steal the cluster admin’s token,
which involves the strategy @ in Figure 6.

For the first step, as shown in Figure 8, an attacker can leverage
other third-party apps’ critical DaemonSets (e.g., the critical Dae-
monSets of Kubevirt or Fluid ) to patch all other nodes and make
them unschedulable. The Kubewarden’s critical component will be
evicted and forced to run on the attacker-controlled worker node
(@ in Figure 8).
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For the second step, Kubewarden has a kubewarden-controller
critical component, which is a Kubernetes Deployment and runs
on worker nodes randomly. As shown in Table 3, this critical
component has a kubewarden-controller service account, which is
assigned a kubewarden-controller-manager-cluster-role Cluster-
Role via the kubewarden-controller-manager-cluster-role Cluster-
RoleBinding. This ClusterRole has “get/list” verbs of the “secrets”
resource. Thus, an attacker can abuse these excessive permissions
to obtain all secrets in the entire cluster, which results in a privi-
lege escalation (@ in Figure 8). We report this vulnerability to the
Kubewarden community. They fix this problem and give us a new
CVE (i.e., CVE-2023-22645).

5.3.5 A Potential Risk of Open Cluster Management. The fifth case
is a potential risk of Open Cluster Management (OCM for short).
OCM? is a CNCF sandbox project which focuses on multi-cluster
and multi-cloud scenarios for Kubernetes apps. Similar to the Kube-
warden attack, it also needs other third-party apps to force OCM’s
critical components to run on the attacker-controlled worker node.
After that, the two critical components of OCM can be leveraged
to steal high-critical permissions in the Kubernetes cluster, and it
involves the strategy @ in Figure 6.

The first step of this attack is the same as the Kubewarden. After
the first step, there are two OCM critical components, one of them
is cluster-manager-registration-controller Deployment, and the
other is cluster-manager Deployment. They both have excessive
permissions.

For the cluster-manager-registration-controller critical com-
ponent, it has a cluster-manager-registration-controller-sa ser-
vice account. This service account is bounded with a ClusterRole

open-cluster-management:cluster-manager-registration:controller

via a same-name ClusterRoleBinding. The ClusterRole has the “es-
calate/bind” verbs of the “clusterroles” resource. The “escalate” verb
makes the attacker can edit a ClusterRole that he/she is already
bounded to, including granting high-critical permissions to his/her
own ClusterRole. The “bind” verb allows the attacker to create
a ClusterRoleBinding resource even if they do not have the per-
missions for the targeted ClusterRole. Thus, these excessive per-
missions can both allow an attacker to grant the cluster admin
to his/her own account in the Kubernetes cluster, and it leads to
privilege escalations.

For the critical component cluster-manager, besides the “esca-
late/bind” verbs of the “clusterroles” resource, it also has “get/list”
verbs of the “secrets” resource, which can be used to retrieve all
secrets in the whole cluster and also lead to a privilege escalation.
We report these vulnerabilities to the OCM community. They fix
these problems and assign us a new CVE (i.e., CVE-2023-2250).

5.3.6 A Potential Risk of Clusternet. The sixth case is a potential
risk of Clusternet. Clusternet® is a CNCF sandbox project which
helps users manage multiple Kubernetes clusters. Similar to the
former two attacks, it also needs other third-party apps to force
Clusternet’s critical component to run on the attacker-controlled
worker node. After that, its excessive permissions can be abused to

"https://open-cluster-management.io/
8https://clusternet.io/
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steal the cluster admin’s secrets in the Kubernetes cluster, and it
involves the strategy ® in Figure 6.

The first step of this attack is the same as the former two attacks.
For the second step, Clusternet has a clusternet-hub critical compo-
nent. As shown in Table 3, the clusternet-hub has a clusternet-hub
service account. This service account has a clusternet:hub Cluster-
Role via the clusternet:hub ClusterRoleBinding. The ClusterRole
has “*” verbs of “**” resources. The “*” verb means all Kubernetes
verbs of resources, including the “list” verb. The “**” resources
contain multiple Kubernetes resources, including the “secrets” re-
source. Thus, an attacker can abuse this excessive permission to
list all secrets in the whole cluster, including the cluster admin’s
token if created, which causes a privilege escalation. We report this
problem to the Clusternet community. They fix it and assign us a
new CVE (i.e., CVE-2023-30622).

€

5.3.7 A Potential Risk of OpenFeature. The seventh case repre-
sents a potential risk in OpenFeature. OpenFeature’ is a CNCF
sandbox project that enables a robust feature flag ecosystem us-
ing cloud-native technologies. Similar to the former three attacks,
the OpenFeature’s critical component can be forced to run on the
attacker-controlled worker node, and the critical component has ex-
cessive permissions to escalate the privileges of any service account
in the whole cluster, which involves strategy ® in Figure 6.

The first step of this attack is the same as the former three
attacks. For the second step, the OpenFeature has a critical compo-
nent named open-feature-operator-controller-manager. This crit-
ical component has a open-feature-operator-controller-manager
service account. This service account is granted a ClusterRole
called open-feature-operator-manager-role via a ClusterRoleBind-
ing called open-feature-operator-manager-rolebinding. This Clus-
terRole has “list/update” verbs for the “clusterrolebindings” re-
source. Thus, an attacker can modify all existing ClusterRoleBind-
ings with any service accounts in the whole cluster, which makes
escalate the privileges of any service account. We report this vul-
nerability to the OpenFeature community. They fix it and give us a
new CVE (i.e., CVE-2023-29013).

5.4 Identifying Vulnerabilities of Cloud Vendors

To further understand the prevalence of excessive permission at-
tacks in business environments, we analyze the third-party apps
used by Google GKE, Amazon EKS, Azure AKS, and Alibaba Cloud
ACK. All of them have vulnerabilities of making excessive permis-
sion attacks. The result summary of excessive permissions in cloud
environments is shown in Table 4.

5.4.1 Excessive Permissions in Google GKE. Google GKE can install
14 third-party apps during its startup, and three of them (i.e., Calico
Network Policy, Config Connector, and Anthos) are vulnerable to
excessive permission attacks. The results are summarized in Table 4.

The Calico Network Policy app has a calico-node critical Dae-
monSet, which has an excessive permission that allows the “patch”
verb of the “nodes/status” resource. This excessive permission can
be exploited to force critical components of other third-party apps
to run on the attacker-controlled worker node. For example, the
calico-node critical DaemonSet can patch other nodes/status with

“https://openfeature.dev/
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Table 4: Result summary of excessive permissions in cloud environments. “Vendor” means the name of cloud vendors, “App”
means the name of third-party apps, and “Type” means the type of components.

Vendor App Component Type Excessive permission | Report channel | Report status
Calico Network
a Icgohiywor calico-node DaemonSet | patch nodes/status
fi
Config Connector configeonnector StatefulSet get/list secrets
-operator Goosgle Bu
Google GKE istio-cni-node DaemonSet delete pods & J Confirmed
- Hunters
activator
autoscaler
Anthos controller Deployment get/list secrets
metrics
webhook
Amazon VPC CNI aws-node DaemonSet update nodes
Amazon EKS Tetrate Istio L. . AWS Security Confirmed
Distro istiod Deployment get/list secrets
i 1
Upb(él;g:lsrl)?;iersa crossplane Deployment get/list secrets
ks- _
Secret s.tore akssee ret.s store DaemonSet get/list secrets Microsoft Security
CSI driver -csi-driver
Azure AKS tekeeper-audit Response Center Confirmed
Azure Policy gatgekeepef ~controller Deployment | get/list ** resources (MSRC)
Prometheus node-exporter DaemonSet get/list secrets
Monitorin, arms-prometheus-ack Deployment et/list secrets
& -arms-prometheus ploy &
kube-state-metrics | Deployment get/list secrets
Alibaba CSI Volume Plugin csi-plugin DaemonSet get/list secrets Alibaba Security
Cloud ACK Node-problem ack-node-problem D Set * verbs of nod Response Center Confirmed
u -detector -detector-daemonset aemonse verbs of nodes (ASRC)
Flannel kube-flannel-ds DaemonSet | patch nodes/status
Terway terway-eniip DaemonSet | update/patch nodes
. nginx-ingress .
Nginx Ingress “controller Deployment list secrets
alb-ingress .
ALB Ingress —controller Deployment get/list secrets
ack-mse-ingress .
MSE Ingress —controller Deployment get/list secrets
licloud- it
CloudMonitor Agent aliclouc-monitor Deployment | get/list * resources
-controller

“capacity: CPU 0”, which means other nodes have no CPU resources.
Thus, the critical components of other apps will be forced to run
on the attacker-controlled worker node after being deleted, which
involves the first step of the strategy @ in Figure 6.

Regarding the Config Connector app, its StatefulSet [16] (a set
of pods each of which has a sticky ID) configconnector-operator
has the “get/list” verbs of the “secrets” resource. These excessive
permissions can be exploited to retrieve all secrets in the whole
cluster, including the cluster admin’s secret if created. Thus, this
critical component can be used to carry out an excessive permission
attack after being forced to run on the attacker-controlled worker
node, which involves the second step of the strategy @ in Figure 6.

For the Anthos third-party app, its istio-cni-node critical Dae-
monSet can be used to delete pods across the whole cluster. This
makes the critical components possibly rescheduled and run on
the attacker-controlled worker node, which involves the first step
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of strategy @ in Figure 6. Additionally, its activator, autoscaler,
controller,metrics, and webhook critical component has the “get/list”
verbs of the “secrets” resource, and they all involve the second step
of strategy ® in Figure 6.

5.4.2  Excessive Permissions in Amazon EKS. Amazon EKS can en-
able 13 third-party apps during its startup, and three of them,
namely Amazon VPC CNI, Tetrate Istio Distro (TID), and Upbound
Universal Crossplane (UXP) are vulnerable to excessive permis-
sion attacks that can result in privilege escalations. The details are
summarized in Table 4.

More specifically, the Amazon VPC CNI app has a aws-node crit-
ical DaemonSet that has the “update” verb of the “nodes” resource.
This can be leveraged to update nodes and force the critical compo-
nents of other apps to run on the attacker-controlled worker node,
which involves the first step of strategy @ in Figure 6. The TID app
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has a istiod critical component, and the UXP has a crossplane crit-
ical component. They both have the “get/list” verbs of the “secrets”
resource. Thus, they both involve the second step of strategy &
in Figure 6.

5.4.3 Excessive Permissions in Azure AKS. Azure AKS can enable 7
third-party apps to enhance the Kubernetes cluster’s capabilities.
The Secret store CSI driver app and Azure Policy app suffer from
excessive permission attacks. The Secret store CSI driver app has a
aks-secrets-store-csi-driver critical DaemonSet. It has “get/list”
verbs of the “secrets” resource, which can be abused to obtain
all secrets inside the whole cluster directly, and it involves the
strategy @ in Figure 6.

As for the Azure Policy app, it has the gatekeeper-audit and
the gatekeeper-controller critical components. They both have
“get/list” verbs of “*” resources. These excessive permissions can
be abused to retrieve all secrets in the whole cluster, which involves
the second step of strategy @ in Figure 6.

5.4.4 Excessive Permissions in Alibaba Cloud ACK. Alibaba Cloud
ACK can enable 13 third-party apps during its startup. However, the
ACK becomes susceptible to multiple excessive permission attacks
with 9 of them. The results are summarized in Table 4.

The Prometheus Monitoring app and CSI Volume Plugin app
can be leveraged to make excessive permission attacks. Specif-
ically, the node-exporter critical DaemonSet of the Prometheus
monitoring app and csi-plugin critical DaemonSet of the CSI Vol-
ume plugin app both have “get/list” verbs of the “secrets” resource,
which can be abused to get all secrets in the whole cluster di-
rectly. And they both involve the strategy @ in Figure 6. The
Prometheus Monitoring app also carries out two critical compo-

nents arms-prometheus-ack-arms-prometheus and kube-state-metrics.

They both have the “get/list” verbs of the “secrets” resource, and
they involve the second step of strategy ® in Figure 6.

The node-problem-detector, Flannel, and Terway apps all have
critical DaemonSets which have excessive permissions to mod-
ify the “nodes” or “nodes/status” resource. These enable them to
force critical components of other third-party apps to run on the
attacker-controlled worker node, involving the first step of strat-
egy ® in Figure 6.

Additionally, the critical components of the Nginx Ingress, ALB
Ingress, MSE Ingress, and CloudMonitor Agent apps have excessive
permissions which can be used to retrieve all secrets in the cluster.
And they all trigger the second step of strategy @ in Figure 6.

5.5 Responsible Disclosure

We report our findings to the relevant communities and cloud
vendors through the proper channels. We obtain multiple CVEs
and a bounty.

Report to communities. For the identified 51 projects from all
153 CNCF projects, we report all their issues to the relevant com-
munities. As shown in Table 5, of the 51 identified projects, 32 of
them respond to us, and the other 19 have no responses yet. Of the
32 responded projects, 10 of them confirm our reports and fix their
source code, and 8 CVEs are assigned to us. 22 of 32 responded
projects confirm our reports and we are still communicating with
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Table 5: Result summary of Identified CNCF projects.

Identified projects 51
No Response 19
Fixed (CVE) 8
Responded 32 Fixed (no CVE) | 2
Pending 22

them. For ethical considerations, we only post the confirmed vul-
nerabilities with CVE numbers and refrain from publicly disclosing
other identified projects.

Report to vendors. We report the vulnerabilities of cloud envi-
ronments to related vendors through the proper channels, and they
all confirm our findings. Specifically, we report our findings about
Google GKE through the Google Bug Hunters'?. We write an e-
mail to the AWS Security Team!! to report the problems of Amazon
EKS. For the Azure AKS issues, we submit a vulnerability report to
the Microsoft Security Response Center (MSRC)!2. For the Alibaba
Cloud ACK problems, we submit a report to the Alibaba Security
Response Center (ASRC)!3.

All four vendors confirm the issues we reported, and they promise
to fix them. For the Google GKE, the Google Bug Hunters acknowl-
edge our findings and give us a bounty. More specifically, they think
the exploitation likelihood is medium, and the issue is qualified
as an abuse-related methodology with medium impact. They say:
“Google Vulnerability Reward Program panel has decided to issue a
reward of $1337.00 for your report.”. We have decided to donate this
bounty. For the Amazon EKS, the Amazon Security Team confirms
our findings and they are fixing them. They say: “We are currently
in the process of implementing a fix for the issue.” For the Azure AKS,
the MSRC also confirms our reports and will fix these problems.
They say: “A fix for this issue will be considered in a future version of
this product as a defense in depth.” For the Alibaba Cloud ACK, the
ASRC confirm our findings and they are fixing these issues. They
say: “Thanks for your report. We have checked the settings and will
fix them.”

6 MITIGATION DISCUSSION

This section presents several actionable suggestions to mitigate the
risks based on our discussions with related communities. Note that
these methods are specific to certain third-party apps, and what
works for one may not work for another. Additionally, some of these
methods may have side effects on the normal functionalities of the
apps and require a trade-off between security and performance. It is
a significant undertaking to resolve these problems fundamentally
and it possibly requires collaboration between the vendors of third-
party apps.

Removing unnecessary permissions. The third-party app ven-
dors should review and remove unnecessary permissions of the
related ClusterRoles and service accounts. If the existing service

Ohttps://bughunters.google.com/
Haws-security@amazon.com
2https://www.microsoft.com/en-us/msrc
Bhttps://asrc.alibaba.com/
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account’s ClusterRole has excessive permissions which are not re-
quired by the app’s functionalities, those permissions should be
removed. However, once the permissions required for the normal
operation of third-party apps are removed, the application may
crash. The maintainers of apps need to review the apps’ source
code carefully before applying this method.

For example, for those attacks presented in our paper, Open-
Feature removed the unnecessary “update” verb of other “Clus-
terRoleBinding” resources besides the only required one. CubeFS,
Fluid, Kubewarden, and Open Cluster Management (OCM) also
fixed their problems by removing unnecessary permissions. Be-
sides, Clusternet removed the clusternet:hub ClusterRole which
has excessive permissions directly.

Using more complex designs for service accounts. Another
suggestion to mitigate the risks is to use more complex service ac-
counts. For third-party apps with multiple components that require
different permissions, it is more secure to use multiple service ac-
counts with varying permission levels than a single service account
with excessive permissions. However, the service account which is
given excessive permissions may be necessary for its operations.
Besides, it may require additional work to use more complex service
accounts for the third-party app’s maintainers.

Using RoleBinding to remove cluster efforts. As the RoleBind-
ing only gives permissions within a specific Kubernetes names-
pace whereas ClusterRoleBinding grants those permissions for the
whole cluster, it can also restrain the related services account with
RoleBinding to only access resources inside a specific namespace.
Nevertheless, some third-party apps need to access resources in
multiple Kubernetes namespaces where functionalities need to be
consumed. This means locking down with Rolebinding would be
difficult and cannot be generalized since the namespaces requiring
resource consumption may not be known in advance.

For example, Kubewarden used rolebinding and restricted access
of the kubewarden-controller-manager-cluster-role to only those
secrets in the “kubewarden” namespace. The OCM also leveraged
rolebinding to eliminate cluster efforts.

Using accurate resource names. Using accurate resource names
is an effective way to mitigate the risks, particularly for critical
resources such as secrets. For example, the Kubevirt app uses the
secret name to restrain the secrets that can be accessed by the
kubevirt-operator ClusterRole. However, similar to other methods
of mitigating the risks, it may impact some features of specific apps
by removing any access to resources via specific resource names.

7 RELATED WORK

In this section, we present the studies that are related to Kubernetes
security and container security.

7.1 Kubernetes Security

Attacks in Kubernetes. There are multiple works on attacking Ku-
bernetes. Sushring et al. confirm attackers can launch co-residency
attacks on a victim application from inside state-of-the-art con-
tainers running in the same Kubernetes cluster [64]. Shamim et al.
study attacks under the scenario of violating Kubernetes security
best practices [62]. Ronen et al. propose a DDoS attack against
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Kubernetes auto-scaling [26]. Pecka et al. research the attack meth-
ods in the DevOps pipeline with a Kubernetes environment [56].
Rahman et al. analyze the misconfigurations in Kubernetes mani-
fests [57]. Zeng et al. propose a full-stack vulnerability analysis of
the cloud-native platform, which includes Kubernetes [78].

Defenses in Kubernetes. There are also works on securing Kuber-
netes. Kong et al. propose a secure container deployment strategy to
defend against co-resident attacks in container cloud [44]. Karn et
al. realize the detection of malicious cryptomining software running
in Kubernetes cluster by monitoring Linux system calls [43]. Baarzi
et al. implement a system for defending application-layer DoS at-
tacks against microservices [25]. Haque et al. propose a scheme to
automate the security configuration of container orchestrator [42].
Blaise et al. propose a methodology for evaluating the security and
extracting the risk mode of a Helm Chart deployment [27].

To the best of our knowledge, our work is the first to systemati-
cally exploit the excessive permission of Kubernetes’ third-party
apps. Our work further complements previous research efforts on
understanding the security of container orchestration systems.

7.2 Container Security

Attacks in containers. The security of the container is always
an important research area. Luo et al. study the convert container
channels of Docker that cause information leakage [50]. Gao et
al. study the risk of information leakage caused by the /proc and
/sys file systems in the container [39]. Lin et al. prove that kernel
vulnerabilities can break through the isolation mechanism of con-
tainers [49]. Duarte et al. study the vulnerability of Docker by static
code analysis of Docker patch code [35]. Yang et al. systematically
identify the abstract resource attack surface in the container [77].
Hagq et al. give a security analysis of Docker containers for the ARM
architecture [41]. However, they target co-host containers. The new
attack surface that exists in Kubernetes third-party apps is out of
their scope.

Defenses in containers. In addition, the security enhancement
for containers also receives extensive researches. Lei et al. design a
security mechanism that can minimize the available system calls
in the container according to the container image [47]. Sun et al.
design a security namespace that enables autonomous security
control for containers [66]. Suneia et al. research the security im-
plementation in container fusion scenario [67]. Nam et al. design
a novel security-enforcement network stack for containers [52].
Brady et al. implement a system for detecting malicious container
images [28]. However, these papers mainly focus on securing the
native container, not the third-party apps of the Kubernetes cluster,
and they can not defend against our attack.

Unlike those previous works, our work shows that the excessive
permissions of third-party apps in Kubernetes can be leveraged
to take over the whole cluster. We are the first to systematically
research the new attack surface and measure the security impacts
by exploiting these attack surfaces in multiple real deployments.

7.3 Android Permission Security

Android permission Attacks Excessive permissions given to apps
can also lead to security vulnerabilities in Android. For example,
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Xing et al. discover that a malicious app can escalate a set of priv-
ilege permissions via OS upgrading [76]. Aafer et al. show that a
malicious app is able to leverage the gap carried out by the hanging
attribute references to acquire critical system capabilities [1]. Yousra
et al. identify and explore the inconsistent security configurations
in custom Android ROMs [2]. Gorski et al. systematically identify
permission re-delegation vulnerabilities within Android’s system
services [40]. Tuncay et al. exploit false transparency to deceive
users into granting sensitive permissions to malicious apps [74]. Li
et al. reveal the shortcoming of Android custom permissions that
can be exploited to make privilege escalation [48]. Aldoseri et al.
demonstrate two vulnerabilities of Andriod app components that
can affect the security and privacy guarantees of recent Android
versions [3]. However, the Android permission attacks target the
application-level permission model, whereas our attacks exploit
the cluster-level access control mechanism in Kubernetes to gain
unauthorized privileges.

Securing Android permission attacks. There are multiple works
on securing permission attacks in Android. For example, Sanz et
al. systematically detect malware in Android by permission usage
analysis [60]. Arp et al. make a broad static analysis to identify
malicious applications directly on the smartphone [5]. Wijesekera
et al. propose a machine-learning approach that exploits users’ past
permission decisions to predict future decisions when permissions
are used [75]. Arora et al use permission pairs to detect Android
malware [4]. Shen et al. explored what extra information that sys-
tems can provide to help users make more informed permission
decisions [63]. However, these defense methods in Andriod are
implemented in a single operation system through manifest decla-
rations and runtime user consent, whereas mitigating our attacks
in Kubernetes requires a security mechanism enforced throughout
the entire cluster and targeting the Kubernetes APIs. Therefore,
referring to the security mechanism of Android to defend against
our attack requires more effort.

8 CONCLUSION

This paper reveals that multiple third-party apps in the Kubernetes
cluster are granted excessive permissions. Such permissions can be
exploited to make attacks with severe consequences (e.g., taking
over the whole cluster and resulting in privilege escalation), which
we termed as excessive permission attacks. To systematically explore
the paths of excessive permission attacks, we design three strategies
based on different ways to abuse excessive permissions. We evaluate
the impact by analyzing the CNCF projects in the local cluster, and
51 CNCF projects are vulnerable to excessive permission attacks.
Furthermore, We analyze the excessive permissions of third-party
apps in Google GKE, Amazon EKS, Azure AKS, and Alibaba Cloud
ACK, and all four cloud vendors have excessive permissions in the
third-party apps used by their Kubernetes clusters. We report all
our findings to related communities and cloud vendors, and eight
CVEs and a bounty are given to us. Finally, we provide several
actionable suggestions to mitigate the risks.
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